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ABSTRACT
Essays play a crucial role in traditional assessments, but evaluating them accurately, efficiently,

and fairly poses a major challenge for educators. Automated Essay Scoring (AES) aims to
address this issue by leveraging computational techniques to support teachers in the grading
process. This study explores a classification model to classify the score based on the feature
we created. We incorporate additional features aligned with the ASAP 2.0 scoring rubric, such
as Lexical Sophistication, Source Adherence, Novelty and Relevance, and a Semantic
Disruption feature. These features are used to construct a distributed representation of essays,
which is then input into a Support Vector Machine (SVM) model for holistic score prediction.
The proposed model achieved a Quadratic Weighted Kappa (QWK) score of 0.8397, indicating
a high level of agreement with human raters. The results demonstrate the effectiveness of
combining rubric-informed features with a non-linear classifier. The findings can be
implemented for educational settings, where the model can be utilized to provide scalable and
consistent scoring support, reduce grading workload for instructors, and deliver timely
feedback to students. By aligning with rubric-based criteria, the approach can also foster more
transparent and constructive learning processes, helping students identify specific areas for
improvement in their writing. While the model exhibits strong predictive performance, it also
presents limitations related to interpretability and generalizability, especially across diverse
writing prompts and domains.
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INTRODUCTION
Writing skill is one of the important indicators in evaluating English language proficiency

(Wilson & Shermis, 2024). However, the current evaluation system has relied on human
ratings. As the number of students continues to grow then the ratio between teacher and student
becomes imbalanced, making manual assessment has become impractical. The manual
evaluation of student essays is time consuming, lacks subjectivity, inconsistencies indicators
and has a bias potential (Ramesh & Sanampudi, 2022). To address these challenges, Automated
Essay Scoring (AES) has become a solution. AES is an application of Natural Language
Processing (NLP) that automatically assigns a holistic score to a student’s essay based on its
overall quality (Bai et al., 2022). It offers several advantages, such as a quick review,
consistency, objectivity, and scalability.
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Research in Automated Essay Scoring (AES) is divided into two categories. The first type is
closed-ended essays, which are typically in the form of short answers or question-response
formats (Asto Buditjahjanto et al., 2022). Scoring in this context involves measuring the
semantic similarity between the student response and the expected answer. Common
approaches include semantic algorithms (Abdul Salam et al., 2022; Ayaan & Ng, 2025), word
embedding techniques (Lubis et al., 2021) and neural network models (Asto Buditjahjanto et
al., 2022; Lubis et al., 2021). These methods perform well if the possible answers are limited
and highly structured.

The second category is open-ended essays, which include persuasive, narrative, or
argumentative text (Zhang & Litman, 2020). These essays require students to construct original
content involving critical thinking and rhetorical strategies. Recent studies in this area have
investigated deep learning models (Faseeh et al., 2024; Mesgar & Strube, 2018; Nadeem et al.,
2019), trait-based neural networks (He et al., 2022), transformer-based models (Ludwig et al.,
2021; Reddy Chavva et al., 2024), and large language models (LLMs) (Dini et al., 2025; Shen
et al., 2021; Yancey et al., 2023; Yang et al., 2020). While these models show strong
performance, they often suffer from limited interpretability, high computational demands, and
a lack of explicit alignment with human scoring rubrics.

To address these limitations, we propose a feature-based classification approach for evaluating
English open-ended essays in ASAP dataset. Unlike LLMs, which often operate as black boxes,
feature-based methods explicitly capture measurable linguistic, syntactic, and discourse-level
characteristics that can be directly mapped to scoring rubrics. This not only enhances
interpretability but also provides educators and researchers with actionable insights into why a
certain score was assigned. Furthermore, feature-based systems are computationally less
demanding, making them more accessible for large-scale deployment in educational settings
where resources may be limited. Most importantly, they allow for the integration of domain-
specific scoring dimensions (e.g., grammar, coherence, or argument strength), ensuring
fairness and consistency in assessment, which remains a critical challenge for purely LLM-
driven approaches. Additionally, it aligns with the ASAP 2.0 scoring rubric to ensure
consistency with human scoring standards. Through this approach, we aim to advance the
understanding of how feature-based methods can classify the essay into level of score.

LITERATURE REVIEW
Automated Essay Scoring (AES) has various methodologies being developed to predict scores.

These range from traditional machine learning techniques to deep learning approaches and the
large language models (LLMs). Large Language Models (LLMs) have capabilities in
understanding and generating text. Recent studies have investigated the use of models such as
GPT or T5 for evaluating coherence, relevance, semantic similarity and overall quality of
essays (Do et al., 2024; Pack et al., 2024; Yancey et al., 2023). But LLMs have limitations,
they require substantial computational resources for training and deploying via APIs is quite
expensive.

On the other hand, Long Short-Term Memory (LSTM) and Convolutional Neural Networks
(CNNs) have been widely used for AES due to their ability to model sequential data and capture
the dependencies in text. LSTM models can analyze the flow of information across sentences
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and paragraphs, making them suitable for assessing coherence and syntactic structure (Liang
et al., 2018; Ramesh & Sanampudi, 2022). However, they often struggle to retain long-range
dependencies. Transformer-based architectures like BERT have been used to model contextual
and semantic relationships in text. BERT has been shown to perform well in capturing semantic
similarity, coherence, and argument strength (Wang et al., 2022). Nevertheless, BERT and
similar transformer models are difficult to explain the basis of their scoring decisions.
Another approach is hybrid method (Faseeh et al., 2024; Li & Ng, 2024) that combines various
neural networks with handcrafted features like lexical diversity and grammatical or syntactical
error. For instance, Fashee et al. proposed a model that integrates vector-based handcrafted
features (including lexical, syntactic, and readability features) with deep neural network
representations. We adopt a similar approach in this work, using handcrafted features in the
Support Vector Machine (SVM) model. These include some features from Fashee’s work and
we add additional features like Lexical Sophistication, Source Adherence, Novelty and
Relevance, and a Semantic Disruption feature. This approach enables the model to capture both
surface-level and deeper semantic characteristics of the essay while maintaining interpretability
and computational efficiency.

METHODS
Dataset

We conducted our experiment on ASAP 2.0 (Automated Student Assessment Prize) both for
training and evaluation. The corpus consists of 24,278 persuasive essays collected from
students in grades 6, 8,9, and 10. All the essays in this corpus are source-based, where students
were required to read information from provided source texts into their essays. There were
seven prompts in total as we can see the distribution of the data on table 1. Each essay was
scored holistically using a standardized rubric from Scholastic Aptitude Test (SAT). The rubric
used a 1-6 scale that had interval levels. A score of 6 indicating an effective point of view,
outstanding critical thinking, the use of clear examples and reasons, and appropriate evidence
from sources. Linguistically, high-scored essays showed strong organization and cohesion as
well as the skillful use of language including vocabulary, sentence structure, and grammar and
mechanics.

Table 1. Data Distribution

Prompt Name Score Total

1 2 3 4 5 6 Essays
A Cowboy Who Rode the Waves | 218 | 913 | 827 | 206 11 0 2175
Car-free cities 139 | 412 | 701 | 539 | 160 8 1959
Does the electoral college work? | 191 513 | 674 | 466 | 170 32 2046
Driverless cars 163 | 1279 | 2355 | 1917 | 435 21 6170
Exploring Venus 567 | 1419 | 1469 | 808 | 175 42 4480
Facial action coding system 220 | 1253 | 1905 | 1120 | 305 80 4883
The Face on Mars 253 | 1058 | 1090 | 497 | 100 17 3015
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Balancing Dataset

In order to prepare the training and evaluation data, we removed all data associated with
copyright-restricted source texts, as the source text information was essential for computing
semantic similarity between the student essays and source text. As a result, the dataset was
reduced from 24.278 essays to 19.395. The second step, we filtered essays based on length,
retaining only those between 150 and 550 words length. This was done to ensure a more
generalized dataset by excluding essays that were either too short or excessively long. As a
result, the dataset was further reduced from 19.395 to 17.728 essays.

After applying the previous filtering steps, we observed that only five essays remained with a
score of 6. Since this small number of examples would not provide sufficient representation
for effective training and could potentially introduce noise or class imbalance, we chose to
remove them. This led to a final dataset consisting of 17.723 essays, with scores ranging from
1 to 5. Then our new data distribution was as follows: score 1 had 1.493 samples, score 2 had
5.531, score 3 had 6.817, score 4 had 3.569, and score 5 had only 313 samples.

Since our dataset displayed a significant class imbalance between the classes, we applied the
Synthetic Minority Over-sampling Technique (SMOTE) to augment the minority classes
(Mualfah et al., 2022). After augmentation, the new class distribution became more balanced,
particularly for classes 1 and 5, which increased to 3.400 and 3.800 samples respectively, while
the sample sizes for the other classes remained unchanged.
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Figure 1. Dataset distribution after SMOTE

Feature Extraction

We extract several features to assess essay quality. First, we incorporate some linguistic
features. The features include length based features and syntactic features (Faseeh et al., 2024).
We further designed a set of additional features grounded in the assessment rubric of the ASAP
2.0 dataset. First, the lexical sophistication feature aims to capture the writer's lexical maturity.
Second, the source adherence feature evaluates students' essays aligns with the content and
information provided by the source text. Third, the novelty and relevance feature assesses the
uniqueness of an essay relative to other responses to the same prompt, while ensuring that the
content remains relevant to the assigned task. Lastly, the semantic disruption feature quantifies
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the degree of meaning distortion at the sentence level caused by resulting from grammatical or
syntactic errors.

For the features adapted from Uto’s work, we utilized the NLTK and spaCy libraries to perform
text tokenization, lemmatization, part-of-speech tagging, and stop word identification. For the
rubric-based features, lexical sophistication was assessed by first calculating the number of
words in the student essay that also appear in the source text, excluding stop words. Then the
next step, we identified advanced vocabulary among the content words, where advanced
vocabulary is defined as words not included in the Oxford 3000 list. To measure source
adherence, we calculated the cosine similarity between the essay and the source text. Both texts
were converted into fixed-length vector representations using the Sentence-BERT model (all-
MiniLM-L6-v2) provided by Hugging Face. The cosine similarity score, computed using
Equation 1, quantifies the degree of semantic alignment (S) between the essay (4)and the
source text (B). The process for computing source adherence is illustrated in Figure 2.

— 2
= Al -
EL afsy, B

vector source text

vector student essay

Figure 2. The flow to compute the similarity between source text and essay

For the novelty and relevance feature, we calculated the mean semantic distance (u,) of each
essay (x;)from the centroid embedding of all essays (n) responding to the same prompt.
n
_ Zi=1  Xi

Hy = n

Additionally, we computed the cosine similarity between the essay and the assignment prompt
to ensure that the content remains relevant to the given task.

For the semantic disruption feature, we first identified grammatical and syntactic errors using
the LanguageTool Python library. The original essay (4) and its corrected version (B) were
then converted into vector representations. Cosine similarity (S) was calculated between the
two vectors to assess the semantic shift introduced by the errors. If the similarity score (S) was
below 0.90, the instance was considered to exhibit semantic disruption due to grammatical or
syntactic errors. The illustrated process of computing the semantic disruption feature is
presented in Figure 3.
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Figure 3. The flow to compute semantic disruption feature

The details of the feature are listed in Table 2. In total, fourteen features were developed for
training the model.

Table 2. Feature List

Source Feature Feature Name Detail

Number of words

Length based feature Number of sentence

Number of lemmas

Uto Feature (Fashee et Number of nouns
.al, 2024)

Number of verbs

Syntactic feature Number of Adjectives

Number of adverbs

Number of conjunctions

Number of content words

Lexical sophistication feature
Number of advance vocabulary

Source adherence feature Cosine similarity between essay and source text

Rubric-based Feature Number of uniqueness (mean distance)

Novelty and relevance feature
Cosine similarity between essay and assignment

Cosine similarity before and after grammar and syntax

Semantic disruption feature .
error corrected in the sentences

Model

In this study, we divided the dataset into training and evaluation. The models were trained
using fourteen features that capture various aspects of the essay content. Among the models
employed, we utilized the Support Vector Machine (SVM), an algorithm that has demonstrated
strong performance in classification tasks. SVM works by identifying an optimal hyperplane
that maximizes the margin between data points of different classes, thereby enhancing the
model’s generalization ability. To handle non-linearly separable data, we employed the Radial
Basis Function (RBF) kernel. The RBF kernel is a powerful and widely used kernel in SVM
that enables the algorithm to map input data into a higher-dimensional feature space. This
transformation allows the model to find a linear separating hyperplane in the transformed
space, even when the original data is not linearly separable. The RBF kernel computes
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similarity between data points K(X;, X,) using a Gaussian function, which depends on the
squared Euclidean distance between points and a kernel parameter that controls the width of
the Gaussian.

1X; — X, |2
202

K(X1,X,) = exp (—

RESULTS AND DISCUSSION
To evaluate the performance, we used Quadratic Weighted Kappa (QWK) as the evaluation

metric. QWK is particularly suitable for tasks involving ordinal classification, where the labels
represent ordered categories. QWK takes into account the degree of disagreement between
predicted and the actual scores. It penalizes larger discrepancies more heavily than smaller
ones. For example, predicting a score 5 instead of a score 4 is less severe than predicting a
score 5 instead of a score 1.

2iiWij 0y

QWK = 1 —

The Support Vector Machine (SVM) model achieved a Quadratic Weighted Kappa (QWK)
score of 0.8397, indicating a high level of agreement with the human-assigned essay scores.
This result demonstrates that SVM is highly effective in modeling the ordinal nature of the
scoring task. The strong performance suggests that the features used in the model were
informative and allowed SVM to successfully separate the different classes in a high-
dimensional space.

When compared with prior studies that employed deep learning approaches such as Long
Short-Term Memory (LSTM) networks, Bidirectional Encoder Representations from
Transformers (BERT), or hybrid architectures combining neural and feature-based methods,
the performance of the SVM model is competitive. For instance, LSTM-based models typically
achieve QWK scores in the range of 0.8489(Ramesh & Sanampudi, 2022), reflecting their
capacity to capture sequential dependencies in text. Transformer-based models such as BERT
and its variants have reported stronger performance, often exceeding 0.781-0.847 (Wang et al.,
2022) in certain datasets, but at the expense of substantially higher computational requirements
and reduced interpretability. Hybrid methods that integrate handcrafted features with neural
embeddings have reached 0.801 (Uto et al., 2020), but they tend to be more complex to
implement. Thus, the SVM’s performance of 0.8397 highlights its balance between accuracy,
efficiency, and interpretability.

The implications of this approach for education are substantial. Automated essay scoring
systems based on feature-based models like SVM can assist educators by providing consistent,
efficient, and scalable assessments, especially in large classroom settings where manual
grading 1s impractical. By aligning with established scoring rubrics, such systems can deliver
timely feedback to students, enabling them to better understand their strengths and weaknesses
in writing. Furthermore, feature-based models can offer interpretable feedback by pinpointing
specific linguistic or structural elements that influenced the score, thereby serving as a valuable
learning tool rather than merely a grading mechanism. This dual role of assessment and
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feedback has the potential to enhance writing instruction and foster the development of critical
language skills among students.

CONCLUSION
The experimental results demonstrate that the Support Vector Machine (SVM) model, when

combined with both linguistic features and rubric-based features, can effectively predict
holistic essay scores. Achieving a Quadratic Weighted Kappa (QWK) score of 0.8394, the
model shows a high level of agreement with human raters, confirming its capability in handling
the ordinal nature of essay scoring. The use of a non-linear kernel (RBF) enabled the model to
capture complex relationships in the feature space, while the margin-maximizing property of
SVM contributed to its strong generalization and predictive accuracy.

For future work, several directions can be pursued to extend this study. First, the proposed
feature-based classification approach can be validated on additional datasets beyond ASAP to
examine its robustness across diverse essay prompts, genres, and writing styles. Second, a
systematic comparison with state-of-the-art large language models (LLMs) would provide
deeper insights into the trade-offs between performance, interpretability, and computational
efficiency. Finally, hybrid approaches that integrate explicit linguistic features with contextual
embeddings from transformer models may offer an effective compromise, combining the
transparency of feature-based systems with the semantic depth of neural architectures.

LIMITATION
Despite the performance, several limitations should be acknowledged. First, while SVM

performs well with carefully engineered features, it lacks the capacity to automatically learn
hierarchical representations from raw text as deep learning models do. This may limit its
adaptability to more complex scoring criteria or unstructured inputs. Second, the model’s
interpretability is constrained when using non-linear kernels, making it more challenging to
provide feedback or explain score assignments to users.
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