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ABSTRACT 

Supply chain analysis in healthcare is a crucial aspect in ensuring efficient and optimized 

resource distribution. This study uses the Gradient Boosting Regression algorithm to predict 

demand in healthcare supply chains to improve the accuracy of stock planning and 

management trained using supply datasets from hospitals. The model evaluation results show 

that most of the predictions are close to the actual values, as seen from the points clustered 

around the reference line. Despite the slight deviations, the Mean Absolute Error (MAE) 

value of 157.16 indicates that the average prediction error is relatively small compared to the 

demand scale which ranges from 0 to 14,000. This indicates that the Gradient Boosting 

Regression model performs reasonably well in estimating supply chain demand in the 

healthcare sector. Thus, this approach has the potential to be used in more accurate decision-

making, in order to improve the efficiency of distribution and availability of health resources. 

 

Keywords : Gradient Boosting Regression, Healthcare Supply Chain, Demand Prediction, 

Stock Management. 

 

INTRODUCTION 

The supply chain in healthcare plays a crucial role in ensuring the availability of drugs, 

medical devices, and other medical resources to optimally meet the needs of patients  

(Elektronik, 2024). Efficiency in this supply chain is critical to avoid shortages or overstocks 

that can impact the quality of healthcare services (Chukwu, 2020). In some cases, 

inaccuracies in demand forecasting can lead to distribution disruptions, unnecessary 

inventory buildup, or even an urgent availability crisis. Therefore, there is a need for methods 

that can improve the accuracy of demand forecasting to ensure more effective distribution of 

resources. 

In addition to challenges in stock management, healthcare supply chains also face constraints 

in response to fluctuating demand. Factors such as pandemics, natural disasters or population 

increases can cause sudden spikes in demand. If the distribution system is not able to adjust 

quickly, shortages can occur which can have a serious impact on health services (Villarreal et 

al., 2023). Therefore, the use of data-driven methods and artificial intelligence technology 

can help in making faster and more precise decisions. 

Artificial intelligence (AI) and machine learning technologies have grown rapidly in helping 

various sectors, including healthcare. One method that has proven effective in forecasting is 

Gradient Boosting Regression, which is a decision tree-based technique to improve prediction 

accuracy (KANTINIT, 2023). By using this method, it is expected that a more accurate 
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prediction model can be obtained so that it can assist decision making in supply chain 

management in the healthcare sector. The algorithm is able to identify patterns in historical 

data as well as consider influential factors in healthcare demand (Ummah, 2019). 

The application of Gradient Boosting Regression algorithm in health supply chain analysis 

provides various advantages, such as improved prediction accuracy and efficiency in stock 

management (Fadmadika et al., 2024; Setyawan & Wakhidah, 2025). With this approach, 

supply chain managers can more easily adjust inventory quantities to changing demand 

levels. In addition, this model can help in reducing resource wastage by optimizing the 

distribution of goods based on more precisely predicted demand (Jadhav & Deshmukh, 

2022). Therefore, the use of this method has the potential to improve efficiency in the overall 

healthcare supply chain. 

In today's digital era, the use of data in decision-making has become very important, 

especially in the healthcare sector. By utilizing historical data and appropriate modeling 

techniques, healthcare institutions can improve accuracy in managing the supply and 

distribution of medical devices and drugs. By doing so, hospitals, clinics, and pharmacies can 

minimize the risk of out-of-stocks or excess inventory that could result in financial losses 

(Spieske et al., 2022)(Arji et al., 2023). 

In addition, the role of governments and policy makers in the implementation of analytics 

technology in the healthcare supply chain is also very important. Regulations that support the 

implementation of these technologies can drive greater efficiency and improve the overall 

quality of healthcare. Collaboration between the government, healthcare providers, and 

technology companies is needed to ensure that the use of algorithms such as Gradient 

Boosting Regression can be applied optimally and sustainably (Apriska et al., 2024; Carolina, 

2022; Rahim et al., 2021). 

Considering the importance of accurate prediction aspects in the healthcare supply chain, this 

study aims to implement Gradient Boosting Regression as a solution in improving the 

efficiency of stock management and distribution. By analyzing the model's performance in 

predicting demand, this research is expected to provide insights for supply chain managers in 

data-driven decision making. Thus, healthcare services can be more responsive in facing 

challenges that arise in the future. 

 

METHODS 

Research Stages 

This research consists of several main stages starting from data collection, data processing, 

data exploration, modeling, and evaluation of the built model designed to build an accurate 

prediction model in the health supply chain using the Gradient Boosting Regression 

algorithm. Each stage has an important role in ensuring the success of model analysis and 

implementation in improving the efficiency of medical goods distribution. The following are 

the stages carried out in this research: 
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Literature Study 

The first stage in this research is to conduct a literature study to understand the concept of 

supply chains in the health sector as well as demand forecasting methods that have been used 

before. Supply chains in the healthcare sector have unique characteristics because they are 

related to the availability of medicines, medical devices, and medical materials that are 

crucial in patient care. The literature study will include various sources such as academic 

journals, industry reports, and previous research that has applied Machine Learning-based 

forecasting methods, including Gradient Boosting Regression. In addition, comparisons will 

be made with other methods such as Linear Regression, Random Forest, or Neural Networks 

to understand the advantages and disadvantages of each technique. This study aims to provide 

a strong theoretical foundation for the research as well as ensure that the methods used can 

address specific challenges in the healthcare supply chain. 

 

Data Collection  

The dataset used in this research is taken from the Supply Chain in Healthcare data obtained 

from Kaggel (https://www.kaggle.com/datasets/vanpatangan/hospital-supply-chain). The data 

is data that has a track record of supply chain management. This data is important to ensure 

that the prediction model built can represent the real conditions in the field. In collecting data, 

it is necessary to ensure that the information obtained is of high quality, does not contain 

many missing values, and reflects sufficient variation for the model to learn optimally. 

 

Data Processing and Cleaning 

The data that has been collected is often not ready for immediate use in the modeling process. 

Therefore, the data processing and cleaning stage is a crucial step in this research. At this 

stage, various techniques such as deletion of invalid data, imputation of missing values, 

normalization of data scales, as well as transformation of variables needed to fit the format 

that can be processed by the Gradient Boosting Regression algorithm are performed. In 

addition, exploratory analysis was conducted to understand the distribution of the data, detect 

outliers, and identify initial patterns that could aid in the construction of the prediction model. 

With clean and ready-to-use data, the prediction model can work more optimally and produce 

more accurate estimates in predicting the demand for medical goods in the healthcare supply 

chain. 

Data 

Collection 
Data 

Preprocessing 
Exploratory 

Data Analysis 
Modeling Evaluation 

Figure 1. Flowchart of Research Method 



Jurnal Teknologi dan Ilmu Komputer Prima (JUTIKOMP) E-ISSN : 2621-234X 

Vol. 8 No. 1 April 2025   

 

84 

 
Figure 1. Warehouse data 

 
Figure 2. Patient Data

 
Figure 3. Staff Data 
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Figure 4. Financial Data 

 

Data preprocessing is a crucial step in data analysis that aims to prepare raw data for effective 

processing and analysis. Raw data often contains inconsistencies, errors, or formats that are 

not suitable to be directly processed by algorithms. Through preprocessing, data can be 

cleaned, transformed, and integrated to produce more accurate and relevant information. 

 

Prediction Model Building 

The core stage of this research is to build a prediction model using the Gradient Boosting 

Regression algorithm. This algorithm was chosen because it has the ability to combine the 

weaknesses of decision tree-based models through a boosting approach, thus improving 

prediction accuracy by minimizing errors. At this stage, the model will be trained using pre-

processed historical data. In addition, an exploration of the model parameters 

(hyperparameter tuning) is conducted to find the best combination that results in optimal 

performance. Some of the parameters to be tested include the number of estimators 

(n_estimators), the learning rate, and the maximum depth of the decision tree (max_depth). 

By applying this algorithm, it is expected that the model can capture patterns in medical 

goods demand more accurately than conventional methods. 

The existing data is then grouped into several categories. Data grouping where data from 

“total stock” is combined with “daily stock” into maximum space, data from “estimated 

stock-out time” and “daily stock” are combined into “average usage per day”, “minimum 

stock” and “daily stock” into “minimum needs”. After getting the results from the 

combination of existing data, then we create a target variable, namely “estimated demand” 

which is taken from a combination of average usage per day data combined with restock lead 

time.  

 

Model Evaluation 

Once the prediction model is built, the next step is to evaluate its performance using 

evaluation metrics such as Mean Absolute Error (MAE). This evaluation is important to 

understand the extent to which the model can accurately predict the demand for medical 

goods. MAE is used to measure the average absolute error in prediction. If the evaluation 

results show that the error rate is still high, then the model can be improved by making 

parameter adjustments or adding new features that can improve the prediction accuracy. 

Careful evaluation will ensure that the model used can really help in supply chain 

management in healthcare. 
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Mean Absolute Error (MAE) 

Mean Absolute Error (MAE) is one of the evaluation metrics used to measure the average 

absolute error between model predicted and actual values. MAE is calculated by taking the 

average of the absolute differences between the predicted and actual values. The MAE 

formula is mathematically expressed as follows: 

 
Where: 

   is the actual value, 

 ̂  is the predicted value, and 

  is the number of data samples. 

 

MAE gives an idea of how far the model prediction misses the actual value in the same unit 

as the data used. The smaller the MAE value, the more accurate the model is in making 

predictions. Conversely, the larger the MAE value, the higher the prediction error produced 

by the model. 

In the context of “Supply Chain Analysis in the Health Sector Using Gradient Boosting 

Regression”, MAE becomes an important metric in evaluating the performance of medical 

goods demand prediction models. Prediction accuracy is crucial in the healthcare supply 

chain as errors in forecasting can have a significant impact on the availability of medicines 

and medical equipment. If the prediction model has a high MAE, then errors in demand 

estimation can lead to stockouts or overstock. Stock shortages can hamper healthcare services 

as medical personnel do not have enough resources to handle patients, while overstocks can 

lead to a waste of resources, especially for medical products that have a limited expiration 

period. 

Using the Gradient Boosting Regression algorithm, this study aims to build a prediction 

model that is able to minimize MAE so that demand estimation becomes more accurate. 

Thus, the supply chain can be managed more efficiently, ensuring timely distribution of 

medical goods and avoiding wastage or shortages that are detrimental to the health system as 

a whole. Therefore, in this study, the MAE value will be used as the main indicator in 

measuring the success of the model in helping optimize stock management in the healthcare 

sector.  

 

RESULTS 

Analysis Result 

After we understand the relationship between the variables, we create a model by putting 

Estimated Demand as the y factor and Inventory Date, Admission Date, Discharge Date, Shift 

Date, Financial Date as the x factor and train (80%) and test (20%). After that, we train into 

the GBR model to get the predicted value. 
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Figure 5. Correlation between data 

 

After doing the GBR train, we look for the MAE value of the y_error and y_pred values and 

get a Mean Absolute Error value of 157.16. After that we make a visualization of the 

prediction value and the actual value, namely between Actual Demand and Predicted 

Demand as shown in Figure 7. 

 

 
Figure 6. Predicted vs Actual Demand 

 

DISCUSSION 

In this research, a prediction model is created using the Estimated Demand variable as the 

target variable (y), while the independent variables (x) consist of Estimated Demand, 

Inventory Date, Admission Date, Discharge Date, Shift Date, and Financial Date. The 
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modeling process begins by dividing the dataset into two parts, namely 80% of the data for 

training (training set) and 20% of the data for testing (test set). This division aims to ensure 

that the model can learn from the available historical data and test its ability to make 

predictions on data that has never been seen before. 

After the data sharing process, the Gradient Boosting Regression (GBR) model was applied 

to train the model with the training data. GBR was chosen for its ability to handle complex 

data as well as its ability to capture non-linear patterns in the predictor variables. In the 

training stage, the model attempts to find patterns of relationships between the independent 

variables and the target variable to produce accurate predictions of future demand for medical 

goods. 

Furthermore, after the GBR model is trained, testing is conducted using test data to measure 

the performance of the model. The evaluation was conducted by calculating the Mean 

Absolute Error (MAE), which is the average absolute difference between the actual value 

(Actual Demand) and the value predicted by the model (Predicted Demand). The evaluation 

results showed that the model produced an MAE value of 157.16, which means that the 

average prediction error of the model was around 150 units from the actual demand. The 

relatively small MAE value compared to the scale of the data indicates that the model 

performs quite well in predicting the demand for medical goods. When compared to the MAE 

value of the Random Forest algorithm which gets 147.09 and Linear Regression 150.01 as 

shown in Figure 10, the model built using the Gradient Boosting Regression algorithm is 

clearly superior. 

 
Figure 8. GRB vs RF vs LR 

 

To gain a deeper understanding of the model's performance, a visualization of the comparison 

between the actual and predicted values was conducted, as shown in Figure 7. From the 

visualization results, it can be seen that most of the data points are spread around the red line, 

which indicates that the model predictions are within a fairly accurate range. Although there 

are some deviations, in general the GBR model can capture the demand pattern well and 

provide predictions that are close to the actual values. 

Based on the results of this discussion, it can be concluded that the application of Gradient 

Boosting Regression in health supply chain analysis provides fairly accurate results in 

predicting the demand for medical goods. With a relatively small MAE value and a 

prediction pattern that follows the actual demand trend, this model can be a useful tool in 

assisting supply chain managers in making strategic decisions related to the stock and 

distribution of medical goods. The implementation of this model is expected to improve the 

efficiency of healthcare supply chain management, reduce the risk of shortages or overstocks, 

and ensure optimal availability of medical resources.  
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