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ABSTRACT 

The implementation of technology is used in running businesses or activities that generate 

profits, such as predicting investments on the stock exchange through transaction data in the 

transaction data base. Machine learning is an algorithm that produces an approximation 

function that connects input variables so that it has the potential to be implemented in stock 

predictions. Stock investment has the characteristics of high risk - high return. Losses are 

caused by investors' lack of knowledge. Stock value analysis is divided into two, namely 

fundamental analysis and technical analysis. Technical analysis uses data or records about the 

market to try to access the demand and supply of a particular stock or the market as a whole. 

Based on the problems found by investors or bankers, this research will use the autoregressive 

integrated moving average (ARIMA) method to predict stock price movements. The Arima 

method consists of four stages, namely identifying time series methods, estimating parameters 

for alternative methods, testing methods and estimating time series values. Based on these 

problems, the ARIMA method will be used to predict stock movements. The Arima model 

(1,0,2) with RMS: 2200.576849857124 successfully predicted for the next 180 days. 

 

Keywords: Data Mining, Forecasting, ARIMA, Stock. 

 

INTRODUCTION 

In the era of society 5.0, technology is part of humans themselves [23]. The implementation of 

technology is used in running businesses or activities that generate profits, such as predicting 

investments on the stock exchange through transaction data in the transaction data base [29].  

Knowledge Discovery in databases (KDD) is the process of obtaining knowledge from data by 

emphasizing the application of data mining methods applicatively [15].  

Data mining is a method for analyzing future patterns and characteristics and collecting 

unexpected information that has never been seen before from a large database, in this case data 

mining explores knowledge and patterns in data through mathematical statistics and machine 

learning [28]. Machine learning is an algorithm that produces an approximation function that 

connects input variables [26,33] so that it has the potential to be implemented in stock 

predictions. 
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Stock prediction is an implementation of supervised machine learning features. This really 

helps investors and bankers to predict stock movements that often change [8, 30, 13]. Machine 

learning can be applied to identify trends, patterns and changes in stock price behavior through 

historical data to predict future stock prices on the capital market [15, 27]. Shares are 

certificates that provide proof of company ownership [according to Silaban & Siahaan in 

journal 22].  The capital market is a place for stock transactions, because the capital market has 

an important role for the economy of a country, including the first for companies as a means 

for business funding or as a means for companies as additional funds from investors or 

investors, second for the public to invest in instruments. financial matters such as shares, bonds, 

mutual funds, and so on [9, 24]. 

Investment is the act of assigning capital as cash or other important resources to an item, 

organization, or party with the expectation that the financial backer will benefit after a certain 

period of time [19]. Stock investment has the characteristics of high risk - high return [43]. 

Losses are caused by investors' lack of knowledge [25]. According to Snariyah (2006), stock 

value analysis is divided into two, namely fundamental analysis and technical analysis. 

Technical analysis uses data or records about the market to try to access the demand and supply 

of a particular stock or the market as a whole. This analysis is determined by the size of demand 

and supply in the short term [3] 

Based on the problems found by investors or bankers, this research will use the autoregressive 

integrated moving average (ARIMA) method to predict stock price movements. The ARIMA 

method is part of machine learning. The ARIMA method is a periodic series analysis method 

known as Box-Jenkins. According to Box-Jenkins, the Arima method consists of four stages, 

namely identifying the time series method, estimating parameters for alternative methods, 

testing the method and estimating the time series value. The Box-Jenkins procedure has the 

advantage of short-term prediction by modeling the dependence of data points and forecast 

errors. [25].  The ARIMA method provides better output because this method is based on a 

stationary time series regression model on closing data for each trade [32, 38, Ainiyah & 

Bansuri 2021). Based on the above, the ARIMA method will be used to predict stock 

movements. 

 

METHODS 

Framework This research was carried out using the framework formation method where this 

framework needs to be designed so that the research can be carried out in a structured and 
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directed manner in accordance with the expected objectives. The framework is the stages of 

the research process which are ordered based on interrelated steps. These steps begin with the 

process of problem identification, literature study, data collection, system requirements 

analysis, feature extraction, designing the Arima model, implementing the model, testing the 

ARIMA model, and measuring the Arima accuracy level. We can describe the framework of 

this research as follows: 

The following are the specifications of some of the tools that will be used: 

a. Hardware: 

1. MSI Modern 14 B5M Laptop 

2. AMD Ryzen 7 5700U CPU @ 1.80GHz  

3. 16 GB memory 

4. 500 GB SSD storage 

b. Software: 

1. Windows 11 Home 64-bit Operating System 

2. Microsoft 2021 

3. Google Collaboratory 

4. Python3 programming language 

5. Python libraries: pandas, numpy, matplotlib, seaborn, streamlit, statmodels, scikit-learn, 

ploty, etc.  

Continuing the discussion regarding the research framework, the following is a detailed 

explanation of the systematic stages included in this research framework, as can be seen in 

Figure 3.1: 

 

Figure 1. Research Methodology 
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Identifying the Problem 

The initial step of this research starts from the problem identification stage. The problem 

identified is how an investor in the stock market gets input about future stock price predictions 

derived from analysis of stock transaction data in the previous period, as well as stock price 

movement patterns. 

 

Conducting Literature Studies 

A literature study was carried out to obtain a theoretical basis for the research subject, namely 

UNTR issuer shares. Then, in this stage, knowledge is also gathered about capital markets, 

investors, stock data, stationering methods, regression methods, Neural Networks, Python 

programming software and other supporting materials, including: 

 

Knowledge Discovery in Database (KDD) 

KDD is a comprehensive approach to data processing, starting from data acquisition to 

obtaining the expected results [15].  This approach aims to uncover patterns, trends, or hidden 

knowledge contained in large data sets [44].  This allows the discovery of new relationships, 

rules, or models that were previously unknown [15].  The knowledge gained can be used to aid 

decision making, understand phenomena, or build new theories [22, 32, 44]. 

 

Data Mining  

Data mining is the process of finding interesting patterns and knowledge from large amounts 

of data [41]. Data mining consists of searching for desired trends or patterns in large databases 

to help make decisions in the future, these patterns are recognized by certain tools that can 

provide useful and insightful data analysis which can then be studied more thoroughly which 

may be in support of in another Decision [4] . 

 

Machine Learning 

Data science or machine learning is developing very rapidly in combination with several fields 

that help to process data and obtain useful information, such as mathematics, statistics and 

computers. The goal of combining with other sciences is to create artificial intelligence (AI) 

that can predict data with sufficient accuracy (prediction), help to make decisions, and make it 

continue to learn, so that it can be used for (machine learning). Making predictions, namely 

making predictions in the form of values, probabilities and data, and recommending the results 
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as decision support or directly by the system. Science literally means "to know" [20]. 

According to Cholissodin, I., & Soebroto, A. A. (2021) Machine Learning (ML) or Machine 

Learning is a branch of AI that focuses on learning from data, namely focusing on developing 

systems that are able to learn "independently" without having to repeatedly programmed by 

humans. Machine learning is a technique used in artificial intelligence to allow machines to 

learn from data without being explicitly programmed. One machine learning algorithm that can 

be used is a classification with a supervised learning approach [31]. 

 

Autoreggressive Integrated Moving Average (ARIMA) 

Autoregressive Integrated Moving Average (ARIMA) is a supervised machine learning 

algorithm. The ARIMA algorithm has advantages in forecasting time series data based on 

historical data regression [6]. Autoregressive Integrated Moving Average (ARIMA), also 

known as the Box and Jenkins, 1976 method, is based on stochastic process theory and features 

fewer data requirements, simple structure and fast modeling. Additionally, they can handle non-

stationary time series [23]. The advantages of the ARIMA method include that it is flexible 

(follows existing data patterns), has a high level of accuracy and tends to have small error 

values because the process is detailed [17].  In making predictions, you must go through the 

Time Series analysis stage (Timeseries Data). Time series analysis is a statistical analysis that 

uses time series data patterns, with the assumption that the time series are correlated or 

dependent, such as daily sales data [7]. Here are the steps:  

1. Checking Data  

Checking the data must go through the following stages: 

a. Stationary Data Creation 

there is testing in the form of testing using Rolmean and RolStd to determine stationary in the 

variant. According to (W. Wei, 2006) Data stationarity is a necessary condition in time series 

regression analysis because it can reduce model errors, so that if the data is not stationary, then 

stationarity transformation must be carried out through a differentiation process, if the trend is 

linear, whereas if it is not linear, then The transformation must be carried out first by 

transforming the linearity of the trend through a natural logarithm process if the trend is 

exponential, and a weighting process (simple exponential smoothing) if it is in another form, 

then a differentiation process on the data resulting from the linearity process. There are two 

forms of stationarity, namely strong stationary (strickly stationer), or first order stationary 
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(primary stationer) and weak stationary (weakly stationer), or second order stationary 

(secondary stationer).  

Meanwhile, data non-stationarity is classified into three forms, namely: 1) Non-stationary on 

average, if the trend is not flat (not parallel to the time axis) and the data is spread over a "band" 

that covers the trend equally. 2) Not stationary in variance, if the trend is flat or almost flat but 

the data is spread out to form a widening or narrowing pattern that covers the trend in balance 

(trumpet pattern). 3) Non-stationary in mean and variance, if the trend is not flat and the data 

builds a trumpet pattern. Stationarity in the average can be identified visually, the first stage 

can be carried out on a data map over time using a time series plot, because it is usually "easy", 

and if it is not yet clear. 

One of the features of ARIMA time series analysis is stationary data. Stationary means that 

there is no increase or decrease in data, which means stationary in the mean and stationary in 

the variance. This is proven by the formula: 

  rt = Ɵ1 rt-1 + αt ...................................(1) 

Where : 

rt : return value at time t 

rt-1 : return value at time t-1 

Ɵ1 : Autoregressive parameter at lag 1 

αt : residual value at time t 

If the data is not stationary based on visuals then what is done is a differencing process in the 

average. Differentiation is the difference between the t-th data and the t-1 data. The following 

is the differencing formula:  

 ΔZt= Zt – Zt-1.....................................(2) 

Where : 

Zt = data to t 

Zt-1 = data to t -1 

 

b. Box-Cox Testing 

The stationarity of variance in a time series model can be done visually using a time series plot 

by looking at whether the data pattern is widening or narrowing, while the stationary variance 

test can be explained in the form of a Box-Cox plot [37].  According to (B. Bowerman, 1993) 

Stationary in variance, time series data Zt is said to be stationary in variance if the variance 

value is constant. Using the Box-Cox plot, data is said to be stationary if the value 𝜆 = 1 or the 
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interval has passed one. If the data is not stationary in terms of variance, then treatment is 

carried out using the Box-Cox transformation, with the formula: 

t(rt) = ...................................(3) 

            

           Where : 

 rt = return value at time t 

λ = is the lambda parameter 

           hypothesis: if λ = 1, the p-value < α it can be said that the data is stationary. 

Stationary on average, RT time series data is said to be stationary on average if the data does 

not fluctuate around the average. If the data is not stationary in the average, then differencing 

is handled. The differencing process at the 1st lag can be shown by the equation. 

 

 ............................(4) 

 

           Where : 

X't : is the first difference 

Xt : X value of order t 

Xt-1 : X value of order t-1 

c. Augmented Dickey Fuller (ADF) Testing 

If the "visual" study of stationarity in the average is less convincing, then statistical hypothesis 

testing for data stationarity needs to be carried out using the Augmented Dickey-Fuller Test. 

  Hypothesis: H0 : γ = 0 (data is not stationary) 

 H1: γ < 0 (data is stationary) 

 Test statistics: Augmented Dickeye-Fuller Test 

  τ = γ^^/(se(γ^^)) ……………..…………(5) 

Test criteria: 

  Reject H0 if p– value < α, accept in other cases 

With: 

γˆ = least squares estimate of γ 

se(γ) = standard error of γ 

Searching for unit roots (root tests) in time series data can be identified using Augmented 

Dickey Fuller (ADF).  Testing using ADF on data can be concluded to have a unit root if the t-

statistic must be smaller when compared to the test critical value or what is called the critical 
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value. If there is one variable that is not stationary, the thing that must be done is to make a 

first difference and continue making subsequent differences until the data can be said to be 

stationary [24]. According to (Gujarati, 2003) the unit root test is a concept for testing the 

stationarity of time series data, by using the Augmented Dickey Fuller Test (ADF) there are 

three possibilities where the ADF test is estimated from three different forms of equations, 

namely: 

d. Level Data 

  : no intercept.........(6)   

   : Intercept........(7) 

  

 :Intercept+trend..(8) 

 

The steps for testing variables with the ADF test, the test is as follows: 

1. The hypothesis used is: 

   (nonstationary), against   

 The test statistics used are: 

 ..........................................(9) 

2. Reject H0 if τ the calculation result is greater than τ in the table or if the probability of 

the calculation result is smaller than the degree of confidence we want.  

3. If the variable we are testing turns out to be non-stationary, then the data is differentiated 

and then a test is carried out on the data as in Step 1. 

2. Determining the ARIMA Model 

ARIMA models can be classified as (p,d,q) models where p is the number of autoregressive 

(AR) orders, q is the number of moving average (MA) orders in the prediction equation, and d 

is the order of differences required for stationarity. The formula for calculating ARIMA is as 

follows [46]. 

 …. (10) Description: 

𝑦𝑡 = forecast result value  

𝐶 = constant value  

𝜙1,𝜙2, … ,𝜙𝑝 = autoregressive model parameters 

 𝜃1, 𝜃2, … , 𝜃𝑞 = moving average model parameters 

 𝑝 = gap between 𝑡 and 𝑡 − 𝑝 𝑞 = gap between 𝑡 and 𝑡 − 𝑞 
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 The three parameters p, d, q in the ARIMA method act as: p (order of autoregression) to 

determine how many lag variables are needed. d (order of integration) to determine the amount 

of differencing. q (order of moving average) to determine the number of window sizes for the 

MA  

These three parameters can be seen based on the decomposition graph and plotting the ACF 

and PACF graphs to determine the number of lags required (parameter p).  parameter d can be 

seen from the trend graph and q from seasonality (Farosanti, 2022). Determination of p,q 

through the ACF and PACF creation process is carried out as follows: 

 

A. Auto Correlation Function (ACF) 

The auto correlation function plays a role in identifying a suitable time series model by 

checking whether the ACF value effectively goes to zero after a certain lag.  According to 

Makridakis, et al.  (1999) ACF on lag-𝑘 is defined as follows [19] :  

  ................................(11) 

 

Where : 

Zt : correlation between observations at time t 

Zt+k : Z correlation on sequence t+k  

 

B. PACF Process 

PACF Function The Partial Auto correlation function is a set of Partial Auto correlations for 

various lag-𝑘. The data 𝑍𝑡+𝑘 from the stationary process is then regressed on 𝑍𝑡+𝑘−1, 

𝑍𝑡+𝑘−2,...,𝑍_𝑡. PACF is defined as follows [19] :  

   = ..................................(12) 

 

Where : 

K : lag from time (1,2,3,.... k-1) 

Ɵ : partial autocorrelation  

 

C. ARIMA model performance measurement with Root Mean Square Error (RMSE) 

Root mean Square Error (RMSE) is a quadratic scoring rule that also measures the average size 

of the error. RMSE is the square root of the mean squared difference between predicted data 
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and actual observations. The formula for RMSE is (Ashari & Sadikin, 2020). The formula used 

is: 

RMSE =  ................................(13) 

Where :  

At = value of data 

Ft = predicted data value 

N = Number of data 

5 Capital Markets 

Economic actors in a country in the world certainly really need the scope of the capital market 

as a source of financing for business actors who need additional capital to carry out their 

business [14]. 

The capital market is a means of bringing together parties who have excess funds with parties 

who need funds. The main activity of the capital market is to trade (buy and sell) securities in 

the form of securities such as shares, bonds, equity and other securities, both issued by the 

government and private companies [34]. 

The capital market is defined as a means of funding and as a means for investment activities 

through efforts to provide various facilities and infrastructure for buying and selling activities 

and other related activities. Investors certainly expect a profit (return) on the type of investment 

they choose. In investing activities there is also a risk of failure that investors will experience, 

but this risk can be anticipated by analyzing the causes of risk from any information that 

influences the capital market reaction [48]. 

 

Share 

Shares are certificates that function as proof of investor ownership of a company [50]. Shares 

on the market have varying prices. 

The definition of share price based on (Jogiyanto, 2016) is the price that occurs on the stock 

market at a certain time which is determined by market players and determined by the demand 

and supply of the shares concerned in the capital market. 

According to (Tandelilin, 2010) defines that stock prices are a reflection of investors' 

expectations regarding earnings factors, cash flow and the level of return required by investors, 

where these three factors are also greatly influenced by the macroeconomic conditions of a 

country as well as global economic conditions. 
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Investment 

Investment is a sacrifice made now with the aim of obtaining something of higher value in the 

future [12]. Investment is a solution that can be used to manage finances. Many investors in 

the capital market certainly have a variety of financial instruments that can be used to invest. 

One of the popular investment instruments in Indonesia is shares [25]. 

Investment Knowledge is a basic understanding of investment such as the circumstances when 

investing, considerations in carrying out securities transactions, understanding the risks and 

profits after investing [4]. Shareholders also get 2 returns or profits in investing in shares, the 

first is capital gain, namely profits when the value of shares rises and the second is dividends, 

namely the distribution of profits from the company to its shareholders [8]. Capital gain itself 

is the difference in share prices when buying and selling shares that investors get.  

 

Data Collection and Data Analysis  

Data Collection 

When viewed in terms of data collection methods or techniques, data collection techniques can 

be carried out using interviews, questionnaires, observation and documentation. The data 

collection technique in this research was carried out by means of documentation, namely by 

collecting secondary data obtained from the corner of the UPI "YPTK" stock exchange, with a 

time period of 01 January 2019 to 31 December 2023. The file is saved under the name 

UNTR.csv. 

 

Analyzing Data 

The next stage is to carry out an analysis of data requirements. This analysis is carried out by 

concentrating on the data preparation process. In this activity, the parameters and variables 

needed to carry out ARIMA training are determined. The data is analyzed to determine its 

suitability as a sample that will be used in the network training process. The data is prepared 

first by saving it in a file with the CSV extension format. By filling in the Date, Open, High, 

Low, Close, Adj Close, Volume columns. Data Analysis This stage is used to analyze the data 

in the file. At this stage the researcher consulted with the stock exchange corner at UPI YPTK 

Padang University, obtained a recommendation for the stock issuer whose data would be taken, 

namely the issuer UNTR.JK. In this consultation, the stock exchange said that stock data should 

contain the following fields: date of stock transactions, opening price of stock transactions, 

highest price of stock transactions, lowest price of stock transactions, highest price of stock 
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transactions and closing price of stock transactions. Stock predictions based on closing stock 

price data. 

 

1. Checking File Data   

Data checking in the untr.csv file was carried out to ensure whether the data was suitable for 

processing in the ARIMA model. The steps taken are the following contents of the untr.csv file: 

  

Tabel 1. Untr csv   Tabel 2. File Data Schema Untr csv 

 

The contents of the untr.csv file are in accordance with recommendations from the UPI YPTK 

stock exchange corner, which contains: stock transaction date data, opening price data for stock 

transactions, highest price data for stock transactions, and closing stock price data. 

The data schema obtained in the untr.csv file is as follows: that there are 1231 transaction data, 

the mean of the data on the opening price of stock transactions is 24,267.9326, the mean of the 

data on the highest price of stock transactions is 24,585.7384, the mean on the data of the 

lowest price of stock transactions is 23,913.1803, the mean on the closing price data for stock 

transactions was 24,227.0715, the mean for the Adj closing price data for stock transactions 

was 17,060.4277, the mean for the stock transaction volume data was 4,967,981.8034. The 

standard deviation (std) in the data on the opening price of stock transactions is 4,149.5562, 

the standard deviation (std) on the highest price data on stock transactions is 4,166.9449, the 

standard deviation (std) on the data on the lowest price of stock transactions is 4,123.3831, the 

standard deviation (std) on closing data stock transactions amounted to 4,148.2492, standard 

deviation (std) on closing Adj stock transaction data amounted to 4,015.9463, standard 

deviation (std) on stock transaction volume data amounted to 3,335,500.3808, minimum value 

(min) on opening stock transaction price data amounted to 12,800, minimum value (min ) data 

on the highest price of share transactions is 13,250, the minimum value (min) on data on the 

lowest price of share transactions is 12,000, the minimum value (min) on closing stock 
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transaction data is 12,600, the minimum value (min) on closing data Adj stock transactions is 

7,956.9302 , the minimum value (min) in stock transaction volume data is 0. By processing 

25% of the data, the value of the data on the opening price of stock transactions was 21,675, 

the data on the highest price of stock transactions was 21,875, on the data the lowest price on 

stock transactions was 21,875, on the data on the closing of stock transactions was 12,625, on 

the data on the closing Adj on stock transactions was 14,270.9224 , in stock transaction volume 

data of 2,941,550. By processing 50% of the data, the data value for the opening price of stock 

transactions was 23,700, the data for the highest price of stock transactions was 24,050, the 

data for the lowest price of stock transactions was 23,300, the data for closing stock transactions 

was 23,700, and the data for closing adj stock transactions was 15,968.1465 , in stock 

transaction volume data of 4,272,600. In processing 75% of the data, the data value for the 

opening price of stock transactions was 26,987, the data for the highest price of stock 

transactions was 247,237, the data for the lowest price of stock transactions was 26,562, the 

data for closing stock transactions was 26,875, and the data for closing adj stock transactions 

was 20,535.6328. , in stock transaction volume data of 6,099,900. By processing data as much 

as Max, the data value for the opening price of stock transactions is 35,425, the data for the 

highest price of stock transactions is 36,200, the data for the lowest price of stock transactions 

is 34,825, the data for closing stock transactions is 35,500, the data for closing adj stock 

transactions is 26,302, 2832, with stock transaction volume data of 50,516,600. The following 

is a visualization of the data above: 

                              

Figure 2. Visual Plot of Untr.CSV File Data  Tabel 3. File Data Checking Results 

 

2. Indexing process 

The next process is checking whether there are empty records in the data, the results of 

checking the data: 
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If it has been checked with the results that there is no empty data then the next process is the 

indexing process carried out between the close date and price, with the results: 

 

Tabel 4. Indexing Date with Close 

3. Results and Discussion   

If the data has been indexed then proceed to the next process, namely: 

 

Stationary Process  

In the stationering process, it goes through the following stages:  

1. Checking Stationers  

After ensuring that all data has been indexed, the next step is to check the stationarity of the 

data by meeting stationary criteria. Stationary means that data does not experience drastic 

changes within a certain time interval. Data is said to be stationary if data fluctuations are 

around a constant average value, independent of time and variations in these fluctuations. 

After ensuring that all data has been indexed, the next step is. Data plotting display results for 

the stationary test: 

                         

Figure 3. Data Stationary Test    Tabel 5. ADF Test Results 

 

From the visual above it can be concluded that the data is not yet stationary because the data is 

still fluctuating and is not around a constant average value, it still depends on time and 

variations in these fluctuations. The next test by running the Adf test, obtained:This is proven 

by the ADF value, p-values > 0.05 

2. Creating differentiated data  
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After knowing that the data is not stationary in the average, differencing is carried out. 

Differentiating means the original data value is replaced with the difference, the result is: 

 

       

Figure 4. . Plot Visual Differencing Close Figure 5. Visual Stationary Data Test 

  

stationary data if data fluctuations are around a constant average value, independent of time 

and variations in these fluctuations, this is proven by the average value and variance value 

being parallel. 

 

Box-Cox Transformation  

The stationarity of variance in a time series model can be done visually using a time series plot 

by looking at whether the data pattern is widening or narrowing, while the stationary variance 

test can be explained in the form of a Box-Cox plot. Using a Box-Cox plot, data is said to be 

stationary if the value 𝜆 = 1 or the interval has passed one, box-cox test results  

From the data above, the data is not stationary because the lambda value (λ) = 0.7438, λ ≠ 1. 

The next step is to differentiate the data: 

The data is said to be visually stationary because the average value and variance value follow 

the original movement (close data).  And the results of the box-cox process after being tested 

using ADF:The data is said to be stationary because p-value = 0.05.  From the data above, it 

can be seen that the data movement based on the Cox box is not far from the closing stock price 

data.   

 

Determination of ARIMA Order  

In general, determining the order of the ARIMA time series model (p, d, q) can be seen based 

on the auto correlation function (ACF) and partial auto correlation function (PACF) plots. 

1. Auto Correlation Function (ACF) 

The auto correlation function plot is a graphical representation of the correlation of a time series 

with itself at different lags. The correlation coefficient is a measure of how closely two 

variables are related. A correlation coefficient of 1 indicates a perfect relationship, while a 
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correlation coefficient of -1 indicates a perfect negative relationship. A correlation coefficient 

of 0 indicates there is no elationship between the two variables, the results are:  

          

Figure 6. Plot Visual ACF        Figure 7. Plot Visual PACF 

 

2. Partial Auto Correlation Function (PACF) 

A PACF plot is a graphical representation of the correlation of a time series with itself at 

different lags, after removing the effects of previous lags. The PACF plot can be used to identify 

the MA model sequence. The order of the MA model is the number of lags included in the 

model. The PACF plot will show spikes at the lags included in the model 

ARIMA Model Search (p,d,q) based on the smallest RMSE 

One measure used to measure the accuracy of an ARIMA order is using the root mean square 

error (RMSE). The best model is the one with the smallest RMSE value. With results: 

                                      

Tabel 6. UNTR Share Price Prediction Results          Figure 8. Visual Plot of UNTR Price Predictions 

 

From the results above it can be concluded that the ARIMA model with order (1,0,2) is the best 

because it has the smallest RMS of: 2200, 576849857124.  

 

UNTR issuer share predictions for the next 180 days 

Make predictions with the ARIMA model with order (1,0,2) with rmse: 282.89935310267634. 

produce : 

 

CONCLUSION 

Based on the descriptions in the previous chapters, the following conclusions can be drawn:  
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1. Based on consultations with the UPI YPTK stock exchange, it was found that the issuers 

recommended for processing were UNTR shares. After going through the analysis process, the 

stock transaction data can be processed because there are no empty columns. The next step is 

to index the close column. The next process will be to carry out a visual stationary data process 

which indicates that the average stationary value and the variant stationary value move parallel 

to the time axis and box-cox transformation, so that the data is categorized as stationary, the p-

value is <0.05.  before determining the data model test, go through the auto correlation function 

and partial autocorrelation function process to ensure there is a correlation between each data. 

If each data has been correlated then the next step is to choose a model based on the smallest 

root mean sequare error (rmse). It was found that the best Arima model was (1,0,2) with an 

RMSE of 2200.576849857124.  

2. Based on the Arima model (1,0,2) with RMSE: 2200.576849857124, successfully predicted 

UNTR shares for the next 365 years from January 1 2024 to December 31 2024, with the final 

price prediction of: 22991.100523919995.  
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