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ABSTRACT-The International Agency for Research on Cancer (IARC) revealed staggering 
figures, with 19.3 million global cancer cases and 10 million related deaths in that year. Cancer, 
characterized by abnormal cell growth, can potentially be dangerous with the ability to 
metastasize. Notably, lung cancer is often detected in an advanced stage due to a lack of awareness 
and comprehensive medical assessment. Lung cancer usually presents with a late-stage diagnosis. 
From 60% to 85% of individuals diagnosed with lung cancer show a lack of awareness about their 
condition. Early diagnosis using an accurate classification method can significantly increase the 
success of lung cancer diagnosis. To improve predictions, Decision Tree Classifier method was 
used in lung cancer classification, resulting in a significant increase in accuracy. This study 
achieved a good level of accuracy, with an accuracy value of 95.16% at a max_depth model depth 
of 15, and tested in 40 experimental iterations. These results are expected to provide hope for 
progress in the classification of lung cancer. 
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1. INTRODUCTION 
The International Agency for Research on Cancer (IARC) published the latest edition of its 

Globocan 2020 report. The global cancer incidence reached 19.3 million cases, and cancer- 
related deaths reached 10 million in 2020. According to estimates provided by the International 
Agency for Research on Cancer (IARC), cancer deaths indicate that 1 in 8 men and 1 in 11 
women die from this disease [1]. 

Cancer is a pathological condition characterized by the abnormal proliferation of body tissue 
cells, leading to cancer cell formation [2]. During its development, cancer cells have the potential 
to metastasize to distant anatomical locations, resulting in fatal outcomes [3][4]. Cancers are 
generally recognized by the general population as neoplasms, although not all neoplasms are 
malignant [5][6]. 

Lung cancer often presents with a late-stage diagnosis. From 60% to 85% of individuals 
diagnosed with lung cancer show a lack of awareness about their condition[7]. This phenomenon 
can be attributed to patients who perceive coughing and shortness of breath as typical bodily 
experiences, leading them to avoid seeking medical intervention [8]. In addition, many health 
professionals focus on symptom management without a comprehensive assessment [9]. 

Early diagnosis and accurate classification significantly improve lung cancer diagnosis and 
treatment success. Therefore, the selection of the appropriate classification method dramatically 
affects the results of the accuracy value. One of the classification methods that can be used in 
classifying lung cancer is the Decision Tree. 

In the previous lung cancer classification study conducted by [10] using the decision tree 
method and support vector machine, it was found that the Support Vector Machine (SVM) 
method, when applied with Forward Selection and a data separation ratio of 80:20, showed the 
highest level of accuracy, with an accuracy rate of 62.3%. In comparison, the decision tree 
method only gets the highest accuracy value of 56.7%. 
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Based on the background presentation, it is necessary to develop a lung cancer classification 
method to get better accuracy in predicting lung cancer. Therefore researchers conducted a study 
entitled "Analysis of Lung Cancer Classification Using the Decision Tree Classifier Method." 

 
2. RESEARCH METHODS 

Classification is a data mining technique that assigns data to predefined categories. 
Classification is the process of identifying patterns representing data classes to predict the value 
of an unknown object class. We have to validate the training data to get the model. Using the test 
data, the level of accuracy and the built model are evaluated simultaneously. Classification makes 
it possible to predict the name or value of data objects [11]. 

Decision Trees (DTs) are non-parametric supervised learning methods for classification and 
regression. The goal is to create a model that predicts the value of the target variable by learning 
simple decision rules inferred from data features. A tree can be seen as a constant approach piece 
by piece [12][13]. 

In creating a Decision Tree algorithm, several steps must be followed. First of all, we need to 
collect the training data to use. This data is grouped into several different classes based on their 
characteristics. We are using pre-existing historical data as an example and calculating the values 
that will be the starting point of the decision tree. Once we have the training data, the next step 
is to estimate scores for each characteristic. We find out which factors are most influential in 
making decisions. After that, we will choose the part with the highest score as the root of our 
decision tree [14]. 

The Decision Tree method has advantages that include high interpretability, allows simple 
decision rules, and the ability to handle non-linear relationships in complex data. Grouping 
similar features also facilitates interpretation and strengthens the model's ability to capture the 
relationship between characteristics. Good scalability allows its use on large datasets with 
reliable performance, while its ability to manage various types of variables, take advantage of 
important information from features, and overcome outliers in data is a significant added value 
[15] 

 
2.1 Research Steps 

Steps or research flow are needed to help the research run and finish on time. We can see the 
steps or research flow in Figure 1 below: 

 
Figure 1. Research Steps 

 

a. Collect Data 
I am gathering information or facts from various sources or resources for analysis, understanding, 
or decision-making. 
b. Data Preparation 
Data Preparation is the step where the data that has been collected is processed and prepared 
before further analysis is carried out. This involves cleaning the data of errors, filling in missing 
values, changing the data format if necessary, and ensuring the data is ready for proper use. 
c. Modeling Machine Learning 
Modeling Machine Learning is creating and training computer models to learn from data and 
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make predictions or decisions based on patterns identified in the data. 
d. Evaluation 
Evaluation is an essential step in which we assess how good the results or models that have been 
made are. We use specific metrics to measure how accurate or suitable the model is at predicting 
or making decisions. Evaluation helps us ensure that our model is working correctly with the new 
data and also allows us to understand what kinds of errors can occur so we can correct them. 

 
3. RESULTS AND DISCUSSION 
3.1 Problem Analysis 

Lung cancer classification analysis using the Decision Tree Classifier method is a complex 
effort that aims to investigate the effectiveness of this approach in overcoming essential problems 
in the medical world. This research addresses the complexities of early identification of lung 
cancer, a crucial issue because of its profound health implications. By utilizing the Decision Tree 
Classifier algorithm, which can map decisions based on data patterns, this study tries to build a 
model that can classify types of lung cancer based on a set of clinical features and symptoms. 

 
3.2 Data Processing 

In processing lung cancer classification data in this study, a data processing flow is needed so 
that the processed data obtains a good accuracy value for the model used. In Figure 2, you can 
see the flow of data processing in this study: 

 

Figure 2 Data Processing Flow 
 

3.2.1. Data Acquisition 
Data acquisition is a fundamental procedure carried out by researchers to collect 

relevant data. In this study, the data used consisted of a dataset consisting of 309 
rows and 16 columns explicitly focusing on patients diagnosed with lung cancer 
sourced from an open-source data provider [16]. As illustrated in Figure 3 
presented below: 

 
Figure 3 Lung Cancer Classification Datasheet 
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3.2.2. Preprocessing Data 
The data obtained then proceeds to the preprocessing stage, where the data set is prepared in 

connection with developing and training machine learning models. At this point, the main goal 
is to improve the dataset's quality. The following procedure is carried out in the following way: 

1. Missing Values 
At this stage, the dataset is checked for any examples of missing data. After performing an 

analysis of missing data, it was determined that there were no missing data. So the process moves 
on to the next stage, which involves removing duplicate entries. Missing values can be seen in 
Figure 4 below: 

 
Figure 4 Missing Handling 

2. Duplicate Removal 
At this stage, data with identical or duplicate values undergoes an elimination process to 

eliminate the same data. Figure 5 below illustrates the deduplicate phases. 

Figure 5 Duplicate Removal 
 

3. Featured Engineering 
During the feature engineering stage, the data set is engineered into classes 0 and 1, selected 

from the GENDER and LUNG_CANCER columns, respectively. Class 0 represents a class that 



JUSIKOM PRIMA (Jurnal Sistem Informasi dan Ilmu Komputer Prima) 
Vol. 7 No. 1, August 2023 E-ISSN : 2580-2879 

125 

 

 

does not have lung cancer, while Class 1 represents one with cancer. Figure 6 below illustrates 
the stages of engineering features: 

Figure 6 Future Engineering 
 
 

3.2.3 Exploratory Data Analysis 
This stage includes the initial phase of exploratory data analysis (EDA), which requires 

examination of the distribution pattern of lung cancer cases. The data exploration carried out is 
as follows: 

1. Variable Correlation 
Valuable correlation is the process of seeing the correlation of variable 1 with other variables. In 
this study, the variables used are Yellow_Fingers, Anxiety, Peer_Pressure, Chronic Disease, 
Fatigue, Allergy, Wheezing, Alcohol Consuming, Coughing, Shortness Of Breath, Swallowing 
Difficulty, Chest Pain, Lung_Cancer. 

Figure 7 Correlation Data 
 

In the context of this study, it was observed that darker colors indicate higher levels of 
correlation, whereas lighter colors indicate lower levels of correlation. 
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2. Age Column Visualization 
For a more detailed understanding of the data, we visualized the age column with lung_cancer 

to see the distribution of the data on the age range of positive patients and those who were not 
favorable for lung cancer. 

 
Figure 8 Visualization of Age and Lung Cancer Columns 

 
Based on Figure 8, we can see that in the dataset used, there are the most data from patients 

with a patient age range of 40 years to 50 years, while the most affected patients with lung cancer 
occur in patients aged 50 years to 80 years. 

3.2.4. Data Splitting 
The data splitting process involves dividing the dataset into two subsets: training data and 

testing data. The goal of data training is to enable the movement of a machine learning model by 
leveraging a predefined training data set while assessing the performance of a potentially flawed 
model using a different test data set. 

1. Creating the Defining Variable (X) 
In making the determining variable (X), 15 columns are used, which can be seen in Figure 9 
below: 

 

Figure 9. Determinant Variable (X) 
 

2. Create Target Variable (Y) 
In making the target variable (Y), 1 column is used, which can be seen in Figure 10 below: 
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Figure 10 Target Variable (Y) 

3. Data Splitting 
The data is divided into two parts, namely 80% training data and 20% test data with random 

state 3 settings using the Skcitlearn library, which can be seen in Figure 11 below: 
 

 
Figure 11 Splitting Data 

 
3.2.5 Modeling Decision Tree Classifier 

This study created a Decision Tree using the Decision Tree Classifier library, which you can 
see in Figure 12 below: 

Figure 12 Import Library Decision Tree Classifier 
 

After importing the library, the next step is setting the model configuration using max_depth. 
The max_depth setting is repeated 40 times to get the best accuracy. The max_depth location can 
be seen in Figure 13 below: 
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Figure 13 Setting Max_Depth Model 

The "max depth" parameter in the decision tree refers to the maximum depth or maximum rate 
of the tree allowed to grow during the training process. In a decision tree, each level represents a 
decision node that divides data based on specific attributes or features. The tree depth indicates the 
number of stories from the root node (starting point) to the leaf nodes (final result or 
classification). From the max_dept experiment, the maximum accuracy value is 95.16% at the 
15th depth, the accuracy value obtained from 40 trials can be seen in Table 1 below: 

 
Table 1 Accuracy Value 

depth Accuracy Value  depth Accuracy Value 
0 88.70967741935483 19 93.54838709677419 
1 88.70967741935483 21 93.54838709677419 
2 85.48387096774194 22 93.54838709677419 
3 87.09677419354838 23 91.93548387096774 
4 87.09677419354838 24 93.54838709677419 
5 90.32258064516128 25 91.93548387096774 
6 88.70967741935483 26 90.32258064516128 
7 91.93548387096774 27 93.54838709677419 
8 91.93548387096774 28 95.16129032258065 
9 91.93548387096774 29 90.32258064516128 

10 93.54838709677419 30 90.32258064516128 
11 90.32258064516128  31 91.93548387096774 
12 93.54838709677419 32 91.93548387096774 
13 90.32258064516128 33 91.93548387096774 
14 90.32258064516128 34 91.93548387096774 
15 95.16129032258065 35 91.93548387096774 
16 91.93548387096774 36 91.93548387096774 
17 90.32258064516128 37 91.93548387096774 
18 93.54838709677419 38 91.93548387096774 

To make it easier to see the accuracy value of each depth, we visualize the accuracy value data 
using a line chart which we can see in Figure 14 below: 
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Figure 14 Accuracy Value Line Diagram 

 
3.2.6. Model Evaluation 

To assess the success of the algorithm used in accurately identifying lung cancer cases, it is 
very important to examine the model evaluation of the Decision Tree Classifier algorithm 
approach. The library used for model evaluation is Scikit-Learn, as illustrated in Figure 15 below: 

 

Figure 15 Library Model Evaluation 
 

The confusion matrix in the context of a decision tree is a table that is used to describe the 
performance of a classification model based on the predicted results of the actual data. The 
confusion matrix maps four possible outcomes from the classification process: true positive (TP), 
true negative (TN), false positive (FP), and false negative (FN). 

True positive is when the model correctly predicts a class as positive, true negative is when 
the model correctly predicts a class as negative, false positive is when the model correctly 
predicts a class as positive, and false negative is when the model incorrectly predicts a class as 
unfavorable. 

The confusion matrix is helpful in calculating evaluation metrics such as accuracy, precision, 
recall, and F1-score, which helps analyze how well the decision tree model classifies data and 
identifies the errors made by the model. By analyzing the confusion matrix, we can understand 
more deeply the performance of the decision tree model and take steps to improve and enhance 
the model. 
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Figure 16 Confusion Matrix decision tree algorithm 
 

The results of the Confusion Matrix Decision Tree algorithm process can be seen in Figure 
16. The results were accurate positive 4 times, true negative 3 times, false positive 2, and false 
negative 53 times 

 
CONCLUSION 

In this study, the application of the Decision Tree Classifier method to lung cancer datasets 
has yielded auspicious results. By achieving an accuracy rate of 95.16% in a configuration 
involving a max_depth of 15, as well as through 40 experimental iterations, this study shows that 
the model can correctly classify the types of lung cancer. 
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