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ABSTRACT-This study aims to explore the clinical data of patients diagnosed with heart 
failure using the Support Vector Machine (SVM) algorithm as a classification method. Clinical 
data from verified patients has been collected and analyzed to identify patterns, associations, and 
risk factors contributing to heart failure risk. The exploratory data analysis results reveal essential 
clinical data characteristics and provide initial insight into patient profiles and clinical variables 
that can influence heart failure risk. The SVM model was built to predict the risk of heart failure 
based on clinical data. This model is evaluated using classification metrics such as F1-Score and 
accuracy. Evaluation results show good performance with an F1-Score reaching 0.83, which 
indicates a reasonable degree of accuracy and balance in predicting the risk of heart failure. The 
conclusion of this study shows the potential of the classification model as a tool in managing 
heart failure patients. This model can help medical personnel identify high-risk patients and 
provide appropriate treatment to prevent disease progression and improve prognosis. However, 
these results need further verification with more in-depth analysis and validation using broader 
data. This model can help medical personnel identify high-risk patients and provide appropriate 
treatment to prevent disease progression and improve prognosis. However, these results need 
further verification with more in-depth analysis and validation using broader data. This model 
can help medical personnel identify high-risk patients and provide appropriate treatment to 
prevent disease progression and improve prognosis. However, these results need further 
verification with more in-depth analysis and validation using broader data. 
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1. INTRODUCTION 

The heart is a vital organ that plays a role in pumping and circulating blood throughout the 
body so that the organs and tissues of the body can operate correctly. However, several factors 
can cause disturbances in the heart, which result in this organ not being able to function optimally 
or what is commonly known as heart failure [1], [2]. Heart disease is considered the most 
dangerous disease in human life worldwide. Specifically, in this type of disease, the heart cannot 
pump the required amount of blood to the remaining organs of the human body to achieve normal 
function [3]. Various factors, such as high blood pressure, coronary heart disease, heart valve 
problems, and others, cause heart failure. Heart failure is one of the leading causes of death in 
the world. 

To improve the treatment and management of patients with heart failure, exploratory data 
analysis is the key to understanding relationships and patterns in clinical data. EDA is a technique 
to explore data sets to extract valuable and actionable information, identify relationships among 
explanatory variables, detect errors, and select appropriate models [4]. It uses descriptive 
statistics and graphical tools to develop an understanding of the data [4], [5]. EDA is used mainly 
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to maximize insights into the dataset, detect outliers and anomalies, and test the underlying 
assumptions [4], [6] to support clinical decision-making. One helpful tool for classifying and 
predicting clinical data is the Support Vector Machine (SVM). SVM is one of the famous and 
influential machine learning techniques that can be used for classification and regression. The 
support vector machine (SVM) method is a machine learning method that has a structural risk 
minimization principle that aims to find the best hyperplane that separates two groups in the input 
space [7]. 

SVM can classify heart failure patients into two classes, for example, patients with low and 
high risk. Previous studies that tested heart failure as a reference for researchers are "Gaussian 
Naïve Bayes Algorithm Analysis of Data Classification of Heart Failure Patients" [8], aimed at 
classifying data on patients suffering from heart failure. She talked about using the naïve Bayes 
algorithm to categorize diseases affected by health conditions that show increased heart failure 
rates with a population of one hundred individuals. As a result, their level of welfare is 
significantly affected. Congestive heart failure can be classified based on the level of physical 
ability and the duration of the condition. A study by [9] investigated the factors associated with 
a patient's quality of life suffering from congestive heart failure. It focused on the level of 
physical ability and the length of illness. Research conducted by [10] analyzes the relationship 
between certain factors and heart disease using the KNN method and cross-validation, which 
aims to identify risk factors contributing to the disease's development. By using KNN, patient 
data with similar characteristics can be grouped. 

Meanwhile, cross-validation creates an accurate model by dividing the data into several 
subsets and testing them using others. Putri hopes to provide valuable information on managing 
and preventing heart disease by using these two methods. Cross-validation creates an accurate 
model by dividing the data into several subsets and testing them using other subsets. Putri hopes 
to provide valuable information on managing and preventing heart disease by using these two 
methods. Cross-validation creates an accurate model by dividing the data into several subsets 
and testing them using other subsets. Putri hopes to provide valuable information on managing 
and preventing heart disease by using these two methods. 

In conducting exploratory data analysis of clinical data of heart failure patients and 
implementing SVM as a classification tool to assist in diagnosing and predicting the risk of heart 
failure. This research is expected to reveal new insights, support more informed clinical decision-
making, and improve the management of patients suffering from heart failure. 

 
2. RESEARCH METHODS 
2.1 Research Methods 

Research methodology's importance in ensuring that the data collected is relevant, 
valid, and reliable. In addition, research methodology also helps ensure that research is 
carried out systematically and objectively so that the results can be accounted for and used 
to make better decisions. 

This study uses the Google Collaboratory with the Python programming language in 
Exploratory Data Analysis and implementation of the Support Vector Machine 
classification method. And the framework for this research can be seen in Figure 1. 
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Figure 1 Framework 
 

2.2 Data collection 
Data Acquisition is retrieving data from valid sources before the data is processed and used 

to create Machine Learning models [11]. This first step is to collect clinical data of patients with 
heart failure diagnoses from relevant and reliable sources. The data collected should include 
clinically relevant variables, such as age, sex, blood pressure, cholesterol levels, cardiac function, 
and other variables related to heart failure. Where the dataset was obtained from the Rithik Khota 
repository Kaggle site "Heart Failure Clinical Records Classification" [12]. The dataset has 13 
columns and 299 rows of data which can be seen in more detail in Figure 2. 

 

 
Image Error! No text of specified style in the document 

Datasets 
 

2.3 Preprocessing Data 
The preprocessing phase prepares suitable data for building and training Machine Learning 

models [11]. After the data is collected, preprocessing is carried out to clean the data from 
missing or invalid values, handle outliers, and normalize variables if necessary. This step is 
essential to ensure that the data used in the analysis is of good quality and ready to be processed. 

 
2.4 Exploratory Data Analysis (EDA) 

Data analysis is a method used to find out how to describe data, data relationships, data 
semantics, and data limitations that exist in an information system [13], [14]. The main task of 
EDA is to clean data, describe data, see data distribution, compare relationships between data 
and conclude data [15]–[17]. After the data was prepared, an exploratory analysis was carried 
out to understand the characteristics of the data, the distribution of variables, and the relationship 
between clinical variables. Visualizations such as graphs, charts, and plots will help identify 
exciting patterns and initial insights. 
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2.5 Support Vector Machine (SVM) 

Support Vector Machine (SVM) is a Machine Learning algorithm that is included in the 
Supervised Learning model or supervised learning related to data analysis and pattern recognition 
[11] and is a suitable method for classification and regression problems, both linear and nonlinear 
[18]. The SVM concept can be expressed as an attempt to find an optimal classifier/hyperplane 
function that can separate two data sets from two different classes [7]. SVM is a linear classifier 
that works for binary classification but was later extended to perform multilayer classification 
using techniques such as one vs. one, one for all and directed acyclic graphs [19], [20]. 
Furthermore, to be able to work on nonlinear problems by bringing core concepts into high 
workspaces. 

After understanding the data, the Support Vector Machine (SVM) algorithm is implemented 
as a classification method. Clinical data will be divided into training data and testing data. The 
SVM model will be trained with training data and tested on test data to measure its performance. 

 
2.6 Model Evaluation 

The SVM model that has been built will be evaluated using classification metrics such as 
accuracy, precision, recall, and F1-score. F1-Score is a metric that measures the balance between 
the precision and memory of a classification model. F1-Score ranges from 0 to 1, where 1 
indicates perfect performance, and 0 indicates poor performance. Accuracy is a metric that 
measures how accurately a model predicts the correct class. Accuracy ranges from 0 to 1, where 
1 indicates a perfect prediction, and 0 indicates a poor prognosis. Support is the number of 
samples in the test set that support each class. High F1-Score and Accuracy results show that 
your SVM model has produced good results. 

In addition to considering the F1-Score and Accuracy values, it is also essential to understand 
the research context, objectives, and sample size to ensure proper interpretation of the model 
evaluation results. The larger the sample size and the more balanced the class distribution of the 
test data, the more reliable the model evaluation results will be. This evaluation will provide an 
overview of the extent to which the model can predict the risk of heart failure based on clinical 
data. 

 
2.7 Interpretation of Results 

The results from the exploratory analysis of the data and evaluation of the SVM model will 
be interpreted to gain valuable insights into the model's clinical relationship, risk factors, and 
predictive ability. This interpretation will provide a detailed explanation of the research results 
and their implications in the treatment and management of heart failure patients. 

 
3. RESULTS AND DISCUSSION 
3.1 Exploratory Data Analysis (EDA) 

In this study, data manipulation was carried out, namely changing the 'platelets' column 
to 'platelets' to make it easier to read the dataset. More details can be seen in Figure 3. 

 
Image Error! No text of specified style in the document. 

Column name manipulation 
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The dataset used has a description like in Figure 4, where the minimum, middle, quartile, 
and maximum values can be identified. Next, check for duplicate data and null data in the 
dataset. However, there were no same or invalid data in this research dataset. 

 

Figure 4 Description of the dataset 
3.2 Outlier Detection 

Because too many outlier data were detected in this research dataset, the outliers were 
ignored. Outlier data can be seen more clearly in Figure 5. 

 
Figure 5 Outliers 

 
3.3 Setting EDA Targets 

In this study, death is the target. The dataset shows that the death rate is lower than the 
survival rate, which can be seen in Figure 6. Next, we will analyze the variables that 
influence the death rate in cases of heart failure. 
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Figure 6 Death data 

3.4 Univariate Analysis 
In Figure 7 you can see the data distribution in the dataset using a histogram which aims 

to make it easier to read heart failure patient data. The data is in the form of age diagrams, 
creatinine phosphokinase, ejection fraction, platelets, and time. The histogram shows that 
the highest number of heart failure patients is at 60 years, and the lowest is at 70 years and 
over. 

Figure 7. Visualization of univariate analysis 
 
3.5 Multivariate Analysis 

The multivariate analysis showed that the mortality rate due to heart failure in patients 
with anemia, diabetes, and high blood pressure was slightly lower. The death rate from 
heart failure is more common in males than females. In addition, patients who do not 
smoke have a higher risk of heart failure. Figure 8 presents a visualization of the 
interrelationship of variables in heart failure cases. 
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(a)      (b) 

 

(c)     (d) 
 

 
(e) 

 
Figure 8 Visualization of multivariate analysis (anemia vs. death event (a), diabetes 
vs. death event (b), high blood pressure vs. death event (c), sex vs. death event (d), 

smoking vs. death event (e)) 
 
 
 

To find out the relationship or correlation between variables, visualize it using a 
heatmap, where values close to number 1 have a high correlation and numbers close to -1 
have a low correlation. In contrast, a value of 0 has a neutral correlation. In Figure 9 it can be 
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seen that the time and death event variables have a low correlation, while the sex and smoking 
variables have a high correlation. 

 

Figure 9 Correlation of heart failure disease variables 
 

3.6 Implementation of Support Vector Machine (SVM) 
Before model building, data splitting/partitioning is carried out, namely by dropping the 

death event variable and making this variable Y, while the other variables become the X 
axis. Next, train and test the dataset using the sklearn python library. More details can be 
seen in Figure 10. 
 

Figure 10 Drop variable death event. 
 
In Y training resulted in 158 survivors alive and 
81 died, while the Y testing resulted in 45 surviving or alive and 15 dead, as shown in Figure 
11. 
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Figure 11 Data Splitting/partitioning 
 
In the Train model and Support Vector Machine (SVM) algorithm test that has been made, the 
resulting training accuracy value is 88.70%, and the testing accuracy value is 83.33%. For more 
details can be seen in Figure 12 

 
Figure 12 Training and testing models 

 
To get a comparison of accuracy, hyper tunning is performed on the Support Vector 
Machine (SVM) with parameter "C" : [0.1, 1, 10, 100, 1000], 
"gamma" : [1, 0.1, 0.01, 0.001, 0.00001], “kernel” : 
['rbf']. Where the best parameter generated after tuning is"C": 100, "gamma": 0.001, 
"kernel": 'rbf'. Then the accuracy results obtained for testing after tuning are 81.66%, as 
shown in Figure 13. 
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Figure 13 Optimization/hyper tuning model 

 
 
3.7 Model Evaluation 

The results of the Support Vector Machine (SVM) algorithm evaluation model 
before tuning are that the model can guess class 0 correctly 40 times out of 5 attempts, 
and the model can guess class 1 as much as 
5 times correct out of 10 trials. For visualization of the Support Vector Machine confusion 
matrix before tuning, can be seen in Figure 14. 

Figure 14 Confusion matrix Support Vector Machine (SVM) 
 

While the results of the Support Vector Machine (SVM) algorithm evaluation model 
after tuning are that the model can guess class 0 correctly 38 times out of 7 attempts and can 
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guess class 1 precisely 4 times out of 11 trials. For visualization of the Support Vector 
Machine confusion matrix after tuning, can be seen in Figure 15. 

 

Figure 15 Confusion matrix Support Vector Machine (SVM) after tuning 
 

3.8 Interpretation of Results 
The classification results before and after tuning can be seen in Figure 16. There is a 

slight difference in the accuracy value of the f1-score before tuning is better. The accuracy 
value of the f1-score before tuning is 0.83, while after adjusting it is 0.82. 

 
Figure 16 Classification Results 

 
CONCLUSION 

This study shows that the Support Vector Machine (SVM) has a high degree of accuracy in 
predicting heart failure risk classification. The results of this study provide confidence that the 
classification model built can be an effective tool in assisting the diagnosis and management of 
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heart failure patients. 
In conclusion, this classification model has good performance with an F1-Score accuracy of 

0.83 in predicting the risk of heart failure based on clinical data. This can help medical personnel 
identify high-risk patients and provide appropriate treatment or intervention to prevent disease 
progression and improve prognosis. 

In the future, similar research can be carried out by increasing the dataset and using other 
methods as comparisons to obtain more information about heart failure. That way, it can help 
medical personnel in treating heart failure patients so that the death rate from heart failure can be 
reduced. 
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