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ABSTRACT- Stroke has become a serious health problem; the leading cause of stroke is 
usually a blood clot in the arteries that supply blood to the brain. Strokes can also be caused by 
bleeding when blood vessels burst and blood leaks into the brain. In one year, about 12.2 million 
people will have their first stroke, and 6.5 million people will die from a stroke. More than 110 
million people worldwide have had a stroke. Handling that is done quickly can minimize the level 
of brain damage and the potential adverse effects. Therefore, it is essential to predict whether a 
patient has the potential to experience a stroke. The K-Nearest Neighbor, Decision Tree, and 
Multilayer Perceptron algorithms are applied as a classification method to identify symptoms in 
patients and achieve an optimal accuracy level. The results of making the three algorithms are 
pretty good, where K-Nearest Neighbor (K-NN) has an accuracy value of 93.84%, Decision Tree 
is 93.97%, and Multilayer Perceptron (MLP) is 93.91%. The best accuracy value is the Decision 
Tree algorithm with an accuracy difference of no more than 0.10% with the two algorithms used. 
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1. INTRODUCTION 

A stroke is when blood flow to the brain stops, which results in a lack of oxygen, damages the 
brain and causes the loss of various vital functions [1], [2]. The leading cause of a stroke is 
usually a blood clot in an artery that carries blood to the brain. Strokes can also be caused by 
bleeding when blood vessels burst and blood leaks into the brain [3], [4]. The consequences of a 
stroke can have permanent effects, including partial paralysis and disturbances in speech, 
comprehension, and memory. The brain area affected and the length of time the blood flow is 
stopped influence the type and severity of damage [5], [6]. 

Worldwide, stroke has become a severe health problem. One in four adults over 25 will have 
a stroke in their lifetime. In one year, about 12.2 million people will have their first stroke, and 
6.5 million people will die from a stroke. More than 110 million people worldwide have had a 
stroke [7]. Although the risk of stroke increases with age, more than 60% of stroke cases occur 
in people under 70 and 16% under 50 years [8]. 

Handling that is done quickly can minimize the level of brain damage and the potential adverse 
effects. Therefore, it is imperative to predict whether a patient has the potential to experience a 
stroke. One strategy for predicting stroke is through the classification method. Classification 
related to stroke conditions is an essential element in accurately predicting the potential for 
stroke. [9] 

The K-Nearest Neighbor, Decision Tree, and Multilayer Perceptron algorithms are applied as 
a classification method to identify symptoms in patients, aiming to achieve an optimal level of 
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accuracy [10]. In this study, a comparison will be made to determine which method has a higher 
level of accuracy in the classification process. This study uses three classification algorithms: the 
K-Nearest Neighbor, Decision Tree, and Multilayer Perceptron. 

Stroke classification analysis has been carried out by [11], [12], [13] using several 
classification methods such as K-Nearest Neighbor, Gaussian Naive Bayes, Decision Tree 
Algorithm C.45, Multilayer Perceptron where several researchers carry out the results of the 
classification before still getting an accuracy value below 90%, therefore it is necessary to 
develop it to get an even better accuracy value. 

Based on the explanation above, the researcher will research stroke titled "Comparative 
Analysis of Stroke Classification Using the K-Nearest Neighbor, Decision Tree, and Multilayer 
Perceptron Methods." 

 
2. RESEARCH METHODS 
2.1 Research Methodology 

Stroke is a devastating medical disorder that ranks among the leading killers and causes of 
morbidity in the world. To increase the patient's chances of recovery and reduce the danger of 
complications, it is imperative to identify and diagnose stroke accurately and early [14]. The 
classification method is a strategy that can be applied in disease detection and diagnosis. 
Famous classification approaches widely applied in many domains, including health, are the K-
Nearest Neighbor (K-NN), Decision Tree, and Multilayer Perceptron (MLP) methods. Each 
approach to stroke diagnosis has advantages and disadvantages and may be more or less accurate. 

K-Nearest Neighbor is the only method that can be used to classify data by looking for 
information that relates to specific evidence according to the number of related neighbors 
analyzed using K [15]. 

One technique for classifying data is a decision tree. A tree with root, internal, and terminal 
nodes forms a decision tree model. Leaf nodes are class labels, while roots and inner nodes are 
variables or characteristics. The data query will follow the root node and internal node until it 
reaches the leaf node when it performs classification. Based on the inner node labels, query the 
data layer labels. Data with specific feature values are used in conventional decision trees [16]. 
Multilayer Perceptron (MLP) is an artificial neural network that operates on a feed-forward basis 
and consists of one or more hidden layers. The MLP architecture consists of an initial layer of 
neurons responsible for receiving input data, followed by one or more hidden layers of 
computational neurons, and finally, an output layer containing neurons that store the 
computational results. 17]. 

The three algorithms used in this study for data analysis and prediction are K-Nearest 
Neighbor (K-NN), Decision Tree, and Multilayer Perceptron (MLP). The K-Nearest Neighbors 
(K-NN) algorithm is a direct approach that relies on the proximity of neighboring data points to 
make predictions. In contrast, the Decision Tree algorithm uses a hierarchical structure to handle 
various data types and offers high interpretability. In contrast, the Multilayer Perceptron (MLP) 
is a specific variant of artificial neural networks characterized by a layered structure of 
interconnected neurons, which makes it highly suitable for dealing with complex and non-linear 
associations in data sets. 

 
2.2 Research Stages 

In carrying out a classification analysis, stroke detection has several stages. The stages carried 
out by researchers in conducting research can be seen in Diagram 1 below. 
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Figure 1 Research Stages Diagram 

 
1. Data Acquisition 

The Data Acquisition Phase involves collecting data from reliable sources, which are then 
processed and used to develop Machine Learning models. The process ends by calling 
Data Frame in Google Colaboratory. The dataset used in this study is sourced from [18], 
specifically from the repository "Brain Stroke Dataset" by Jillani Soft Tech [19]. 

2. Data Preprocessing 
Preprocessing involves optimizing data quality, mitigating the impact of noise or outliers, 
dealing with missing or incomplete data, and adapting data formats to align with algorithm 
or model requirements. 

3. Choose Methode 
At this stage, classification algorithms are selected in machine learning, which are 3 K-
Nearest Neighbor (K-NN), Decision Tree, and Multilayer Perceptron (MLP). 

4. Comparison Result Accuracy 
After selecting the model, testing the training data, and testing the data for each algorithm 
model, the last step is to compare the values of each algorithm to see which algorithm is 
the best in classifying stroke predictions. 

 
3. RESULTS AND DISCUSSION 
3.1 Analysis of Research Problems 

Stroke is a significant health problem resulting in long-term damage and death. Therefore, it 
is essential to have the ability to quickly recognize and diagnose this disease to provide 
appropriate and effective treatment and care. This study aims to analyze several problems, which 
are the main focus of the investigation. This study aims to evaluate the performance of three 
classification methods, namely K-Nearest Neighbor (K-NN), Decision Tree, and Multilayer 
Perceptron (MLP), in classifying stroke patients accurately. This classification is based on 
available medical data. 
 
3.2 Stages of Data Processing 

Figure 2 illustrates the flow of data processing, starting with data acquisition, where collecting 
data from the Kaggle dataset provider website; the second stage is the preparation / preprocessing 
process to prepare the training model. After that, the Exploratory Data Analysis (EDA) stage was 
carried out to visualize the dataset. After exploratory data analysis (EDA) has been carried out, 
the next step is Data splitting/Partitioning to separate test data from training data. Model Building 
is carried out in the next stage, where classification algorithm models such as K-Nearest 
Neighbor (K-NN), Decision Tree, and Multilayer Perceptron (MLP) are used. And in the final 
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stage, a comparison of the accuracy values of each method used is carried out. 
 

 
Figure 2 Research Stages Diagram 

 
 

3.2.1. Data Acquisition 
Stroke is a significant global health problem that affects many individuals worldwide. For this 

data analysis, researchers used a dataset from [18], which includes 4980 rows of data and ten 
columns related to stroke examination. The following are the steps that have been taken for data 
analysis: 
 

 
Figure 3. Stroke Patient Dataset 

 
3.2.2 Data Preparation/Preprocessing 
The data that has been acquired will be prepared/preprocessed. Preparing related data for 

machine learning model construction and training is called preprocessing. Data must also be 
converted into a format that will be processed in the model. Preprocessing also improves data 
quality, and the steps are carried out as follows: 

1. Data Manipulation 
At the data manipulation stage, changes are made to the name of each column which we 
can see in Figure 4 below: 
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Figure 4 Data Manipulation 
 

2. Duplicate Removal 
This stage deletes data that has duplicate or multiple values, and we can see the 
elimination of same data in Figure 5 below: 

 
Figure 5 Duplicate Removal 

 
3. Feature Engineering 

Feature engineering refers to systematic procedures for selecting, manipulating, and 
transforming unprocessed data. To perform Feature Engineering, the LabelEncoder 
library from Scikit Learn is used. Feature engineering is applied to the gender column and 
smoker level, which we can see in Figure 3.5 below: 
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Figure 6 Feature Enginereeng 

 
4. Unused column removal 

The final stage in data preprocessing is deleting columns not used to classify the model to 
be applied. The columns to be deleted are Marital Status, Employment Status, and Type 
of Residence. The following stages of unused column removal can be seen in Figure 7 
below: 

 
Figure 7 Unsuded Column Removal 

 
3.2.3 Exploratory Data Analysis 
This study included multiple stages of exploratory data analysis (EDA), which involved 

examining the distribution of stroke cases by sex, age, and presence of heart disease. Figure 8 
illustrates some examples of this stage. 
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Figure 8 Stroke Data Distribution 

3.2.4 Data Splitting 
Data splitting refers to partitioning the dataset into two distinct subsets: training and test data. 

The purpose of data splitting is to facilitate the movement of machine learning models using a 
defined training data set while also evaluating the performance of a model trained using a 
separate test data set. 

1. Creating Defining Variables 
Six columns are used to make the determining variable (X), as shown in Figure 9 below. 

 
Figure 9 Creating Determinant Variable (X) 

 
2. Create a Target Variable (Y) 

In making the target variable (Y), 1 column is used, as shown in Figure 10 below. 
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Figure 10 Create a Target Variable (Y) 

 
3. Data Splitting 

The data is divided into two parts, namely 70% training data and 30% test data which can 
be seen in Figure 11 below. 

 
Figure 11 Data Splitting 

 
3.3.5. Bangunan Model 
Algoritma K-Nearest Neighbor, Decision Tree, dan Multilayer Perceptron diaplikasikan 

sebagai model klasifikasi dalam upaya pengidentifikasian gejala pada pasien, dengan tujuan 
mencapai tingkat akurasi yang optimal 

1. K-Nearest Neighbor (K-NN) 
This research creates a K-Nearest Neighbor (K-NN) with a n_neighbors=4 configuration 

using the KNeighborsClassifier library. 

 
Figure 12 Import Librabry KNN 

 
Based on the modeling above, the results obtained an accuracy of 93.84% for the K-Nearest 

Neighbor (K-NN) algorithm. In Figure 13, we can see the accuracy value of KNN: 
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Figure 13 Result Accuracy KNN 

 
2. Decision Tree 
This research creates a Decision Tree with a max_depth = 3 configuration using the Decision 

TreeClassifier library. 

 
Figure 14 Import Library Decision Tree 

 
Based on the modeling above, the results obtained an accuracy of 93.97% for the 

DecisionTreeClassifier algorithm. In Figure 15, we can see the DCT accuracy value. 
 

 
Figure 15 Result Accuracy DCT 

 
3. Multilayer Perceptron(MLP) 
This research creates a Multilayer Perceptron(MLP) with a max_iter=2 configuration using 

the Multilayer Perceptron (MLP) library. 
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Figure 16 Import Librabry Multilayer Perceptron(MLP) 

 
Based on the modeling above, the results obtained an accuracy of 93.9% for the Multilayer 

Perceptron (MLP) algorithm. In Figure 17, we can see the MLP accuracy value. 
 

 
Figure 17 Result Accuracy MLP 

 
3.2.6 Model Evaluation 

To see whether the algorithm used has functioned well in classifying stroke, it is necessary to 
look at the model evaluation of the three algorithm methods. The library used in conducting the 
model evaluation is Skicit Lear which we can see in Figure 18 below. 

 

 
Figure 18 Library Model Evaluation 

 
1. K-Nearest Neighbor (K-NN) 

The results of the Confusion Matrix algorithm K-Nearest Neighbor (K-NN) process can 
be seen in Figure 19. The results were true positive 1491 times, true negative 3 times, false 
positive 80 times, and false negative 1. 
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Figure 19 Confusion Matrix KNN 

2. Decision Tree 
The results of the Confusion Matrix Decision Tree algorithm process can be seen in Figure 
20 that the results were valid positive as many as 1494, accurate negative 0 times, false 
positive 90, and false negative 0 times. 

 
Figure 20 DCT Confusion Matrix 

 
3. Multi-Layer Precepton(MLP) 

The results of the Confusion Matrix Multi-Layer Perceptron algorithm process can be 
seen in Figure 21 that the results were valid positive as many as 1493, accurate negative 
1 time, false positive 90, and incorrect negative 0 times. 
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Figure 21 MLP Confusion Matrix 

 
4. Comparison Result Accuracy 

In each model a pretty good value is obtained where K-Nearest Neighbor (K-NN) with an 
accuracy value of 93.84%, Decision Tree of 93.97%, and Multilayer Perceptron (MLP) of 
93.91% in classifying stroke patients accurately. 
 

 
Figure 22 Comparison of Classification Results 

 
CONCLUSION 

With the help of Machine Learning techniques based on classification algorithms, stroke can 
now be predicted using technology in the medical field. By using predetermined medical 
parameters, the Machine Learning model that has been developed can predict whether a person 
will have a stroke. The results of making the three algorithms are quite good, where K-Nearest 
Neighbor (K-NN) has an accuracy value of 93.84%, Decision Tree is 93.97%, and Multilayer 
Perceptron (MLP) is 93.91%. Therefore, the three algorithms can make good predictions from 
the True Positive confusion matrix results of more than 1490. The best accuracy value is the 
Decision Tree algorithm with an accuracy difference of no more than 0.10% with the other two 
algorithms 
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