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ABSTRACT- The ability of lecturers to teach for 1 (one) semester needs to be evaluated. 
Evaluation is a student assessment through a student academic information system. Review 
using the system is separate because many students need to care about the filled things. There 
the author tries to analyze the values from the questionnaire results distributed to students 
using the Principal Component Analysis (PCA) technique and the K-Means method, where 
PCA reduces data. At the same time, K-Means assumed the values closest to the study's results 
and concluded that of the 3 (three) clusters, the maximum distance was 0.5475 in cluster 1 
and cluster 3. 

    Keywords: Data Mining, K-Means, Performance. 
 
1. INTRODUCTION 

The field of cooperation is a quality resource— fulfilling the competence of today's college 
graduates. The Merdeka Campus distributes opportunities for students to take courses outside 
their study program, study program, and activities outside the program, including internships or 
work practices. Merdeka Learning - Merdeka Campus as an effort to provide learning choices. 
MBKM is a policy of the Minister of Education and Culture, which aims for students to explore 
knowledge helpful in entering the world of work. 

The lecturer performance evaluation process still uses the manual method, so errors occur, 
such as when filling in the results of lecturer performance. K- Means clustering has the concept 
that this method is non-hierarchical for grouping data, in which the function is to minimize and 
maximize variation in one group. K-Means clustering is used to cluster the results of lecturer 
performance evaluations that refer to the four essential competencies, which begin by 
determining the K value and then calculating the distance between each data and the Euclidean 
concept[1]. 

This research developed a classification method based on K-Means and LVQ grouping. The 
steps for collection are: grouping with K-Means. The group continues until it reaches a threshold 
(certain limits). If the point has been reached and there are still different classes in one cluster, 
learning is done using LVQ. The combined accuracy of K-Means and LVQ is better than with 
pure K-Means. The highest average accuracy for K-Means and LVQ is 92%, while for pure K-
Means, 82%[2]. 

Academic Assistant Lecturers (DPA) 's performance in implementing the Merdeka Campus 
Program has been carried out every semester. Processing the assessment data manually requires 
quite a long time. To get good results. Lecturer data was taken as many as 28 data which were 
then processed using the K-Means method using the RapidMiner Software with the 
performance evaluation data variable for Academic Assistant Lecturers (DPA). The results of 
the Academic Lecturer Performance Assessment (DPA) with this method. The K-Means 
algorithm can help decision- making to make recommendations for assessing lecturer 
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- Data Transformation 
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performance in the following semester (Siti). Data Mining with the K-Means Clustering method, 
where data is grouped based on the same characteristics, will be entered into groups.[3]. 

The K-Means method can be applied to determine clothing sales. Where is the function of the 
k-means method to classify those who are very in demand, in demand, and less in order [4] [5]. 

The Text Mining method can group these objects into clusters formed by the clustering 
algorithm. This study aims to compare 2 clustering algorithms, namely the K-Means and K-
Medoids algorithms, which aim to get the proper evaluation in terms of performance and 
computation time[6] [7]. 

K-Means Clustering is the application of data mining techniques for decision-making using 
RapidMiner software. The grouping method used is K-Means Clustering with 3 clusters: on 
time, not correct, and stop out with the application of K-Means Clustering measurement decision 
making[8][9]. By applying the K-Means algorithm, which is a centroid model for predicting 
student graduation time based on GPA and attendance parameters, it is known that the centroid 
model is a method that uses a centroid to create clusters and is also a non-hierarchical clustering 
method[10][11].  

Lecturer research on classification based on scientific work or research published nationally 
and internationally. Due to the increase in the results of publications and studies by lecturers to 
deal with the life factors in society. The author applies the K-Means Clustering method, and the 
method used is literature study, processing research data, designing systems, and testing 
systems. Prima Indonesia University is one of the largest campuses in Medan, with forty (40) 
study programs and approximately 600 resources (lecturers). Every semester an evaluation of 
the lecturer's performance will be carried out. Evaluation is done at the end of the semester.  

The ability of lecturers to teach for 1 semester is assessed through a system that students 
evaluate. Assessment using the system is not joint because many students don't care about the 
filled things. Some authors try to analyze the values from the results of the questionnaires 
distributed to students using the K-Means method so that the authors determine the topic 
"Application of PCA Techniques and the K-Means Method in Evaluation Analysis of Lecturer 
Performance Assessment. " 

 
2. RESEARCH METHODS 
2.1  Literature review 

A literature study or literature review is a research method that collects, evaluates, and 
summarizes literature or reference sources relevant to the topic or research question being 
studied. 

Reference sources used in literature studies can be journal articles, books, theses, 
dissertations, or other information sources relevant to the research topic in Figure 2.1. 
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2.2. Data Mining 
Data mining is part of the Knowledge Discovery in Database (KDD) process. With data mining, 
we can classify, predict, estimate, and get other information. Many can be used in data mining. 

 
2.3. PCA technique 
PCA in a set of N test samples where each sample test is a set of n, i.e., training xi is denoted by: 

xi = (xli,x2i, …, xni) ; i∈1,N 
 

[1] The mean or average of a set of training samples is mathematically expressed: 
 

x = 1/N Ʃ_(i=1)^n xi ……. [2] 
 

Then the deviation can be calculated from the mean of each sample tested: 
 

xi = xi – x ……. [3] 
 

[3]This deviation shows how far each sample differs from the mean at a point. The 4n×4n 
covariance matrix of S shows the extent to which all the differences come from the standard 
as: 

 
s= 1/N ∑_(i=1)^nδxi δx_i^T …… [4] 

 
This covariance matrix component shows the number of samples that exist. Sample form as: 

 
xi = x + Pw[5] 

 
P = (p1, p2,...pt) is the matrix of the first eigenvector, and w= (w1, w2, ..., wt) T is the weight 
vector. 

 
2.4. K-Means method 
The algorithm used. Namely, K-Means Clustering is the shortest distance value system [2]. 
The stages in clustering the K-Means method are: 
Determine the value of K, where K is the number of clusters to be formed. 
Determine the initial center point of each group. Calculate the distance for each input data 
for each centroid using the Euclidean Distance formula: 
D(x,y)=√((X_(1-) Y_1 )+(X_2-Y_2 ))2 

 
(1) Information;  

D = Distance  
x = Data 

 y = Centroids 
Clustering data based on their proximity to the centroid.  
Recalculate the cluster center with the current cluster members. 
Compute each object again using the new cluster center. 

 
2.5. Minitab Software 
This research uses Minitab software where this software is open-source. 
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3. RESULTS AND DISCUSSION 
3.1. Literature review 
This study uses questionnaire data from students in Medan. The divided questionnaire was 20 
questions about the learning system in the network in Table 3.1. 
 

Table 3.1. Questionnaire Variables 
 
 Numb er Information 

1 Mastering the Classroom Atmosphere. 

2 Communicative Or Easy To Understand. 

3 In accordance with the concepts taught. 

4 Target Reached 

5 Answer Student Questions. 

6 Have Authority 

7 Wisdom in Making Decisions. 

8 Have Ethics 

9 Can Control Yourself 

10 Be an example of attitude and behavior. 

11 Conformity of Material with Course Objectives. 

12 Knowledge Field Ability 

13 Ability to Manage Classroom Learning 

14 It can Give Student Motivation. 

15 Capacity in Curriculum Development. 

16 Able to Receive Criticism, Suggestions, And Opinions From Students. 

17 Friendliness and Politeness in Communicating. 

18 Consistent Words In Action. 

19 Not Racist 

20 Lecturer Appearance 
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The sample questionnaire distributed to students is an example in Table 3.2. 
 

Table 3.2. Sample Student Questionnaire 
Menguasai Suasana Kelas 7 5 5 5 5 7 7 9 3 7 3 5 3 
Komunikatif Atau Mudah 
Dipahami. 

7 5 5 7 5 7 7 9 5 7 3 9 5 

Sesuai Dengan Konsep 
Yang Diajarkan 

9 7 5 3 5 3 7 9 7 7 3 9 5 

Tercapai Sasaran 9 7 5 3 5 3 7 9 7 7 3 9 5 
Menjawab Pertanyaan 
Mahasiswa/ Siswi. 

3 5 5 3 5 7 7 7 7 7 3 7 7 

Memiliki Kewibawan 9 9 5 5 5 7 9 9 7 7 5 9 7 
Kearifan Dalam 
Mengamb Il Keputusan 

9 7 5 5 5 7 5 9 5 7 5 9 5 

Memiliki Etika 9 7 5 7 7 7 7 9 7 7 3 9 9 
Dapat Mengendalikan 
Diri 

7 7 5 5 5 7 7 9 5 7 5 9 5 

Menjadi Contoh Bersikap 
Dan Berperilaku. 

7 5 5 5 5 7 7 9 5 7 5 9 5 

Kesesuaian Materi 
Dengan Tujuan Mata 
Kuliah. 

7 5 5 5 7 5 7 9 5 7 5 9 5 

Kemampuan Bidang Ilmu 9 5 5 5 5 5 7 9 5 7 5 9 5 
Kemampuan Mengelola 
Pembelajarandi Kelas 

9 7 5 5 5 7 7 9 7 7 5 9 5 

Dapat Memberi Motivasi 
Mahasiswa. 

9 7 5 5 5 5 7 9 5 7 5 9 5 

Kemampuan Dalam 
Pengembangan 
Kurikulum 

9 7 5 5 7 5 7 9 5 7 3 7 7 

Mampu Menerima Kritik, 
Saran, Dan Pendapat 

3 7 5 5 5 3 5 7 7 7 5 7 5 

Keramahan Dan 
Kesopanan Dalam 
Berkomunikasi. 

9 7 5 7 7 7 7 9 7 7 7 9 5 

Konsisten Kata- Kata 
Dalam Tindakan 

9 5 5 5 5 7 5 9 5 7 3 9 5 

Tidak Rasis 9 9 5 5 7 7 9 9 7 7 5 9 7 
Penampilan Sesuai Dosen 9 7 7 5 5 7 9 9 7 7 7 7 7 

 
3.2. Data Mining 

Data Mining is a technology containing a large amount of data that produces information 
or as decision support. Meanwhile, data mining has 7 (seven) functions: description, 
classification, clustering, association, sequencing, forecasting, and prediction. Some researchers 
define 3 (three) goals: strengthening the analyzing hypothesis and finding new, unexpected 
relationships. 
 
3.2 Principal Component Analysis (PCA) 

PCA is a mathematical method that can be applied to reduce the number of dimensions in 
a data set. PCA tasks can clarify quickly to visualize and analyze. As for the formula. 
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  (1) 
Then determine the covariance matrix; 
 

(2) 
 

 
 

(3) 

The associated eigenvector values are entered into the transformation matrix W by projecting the 
original data X. 

 

                        (4) 

3.4. Data analysis using PCA 
There are 20 (twenty) variables used so that when PCA is reduced, it produces values , as shown 
in Table 3.3. Where the highest eigenvalue is 5.8 while the lowest eigenvalue is 0.7126. In the 
second set, the highest eigenvalue is 0.6, while the minimum value is 0.3. While the cumulative 
value for the first component is 0.738. In calculating the proportion of the maximum value in 
set 1 is 0.736 as below: 
 

n Proporsi kumulatif komponen utama pertama = 0,291 
n Proporsi kumulatif komponen utama kedua = 0,291 + 0,064 = 0,355 
n Proporsi kumulatif komponen utama ketiga = 0,355 + 0,060 = 0,415 
n Proporsi kumulatif komponen utama keempat = 0,415 + 0,056 = 0,471 
n Proporsi kumulatif komponen utama kelima = 0,471 + 0,051 = 0,522 
n Proporsi kumulatif komponen utama keenam = 0,522 + 0,050 = 0,572 
n Proporsi kumulatif komponen utama ketujuh = 0,572 + 0,048 = 0,620 
n Proporsi kumulatif komponen utama kedelapan = 0,620 + 0,044 = 0,663 
n Proporsi kumulatif komponen utama kesembilan = 0,663 + 0,038 = 0,701 
n Proporsi kumulatif komponen utama kesepuluh = 0,701 + 0,036 = 0,736 

 
Table 3.3. Eigenanalysis of the Correlation Matrix 

 
 

 
 

 

 

Eigenvalue 5,8206 1,2802 1,1949 1,1201 1,0274 0,9941 0,9527 0,8707 0,7501 0,7126 

Proportion 0,291 0,064 0,060 0,056 0,051 0,050 0,048 0,044 0,038 0,036 

Cumulative 0,291 0,355 0,415 0,471 0,522 0,572 0,620 0,663 0,701 0,736 

Eigenvalue 0,6932 0,6779 0,6479 0,5748 0,5332 0,4956 0,4614 0,4544 0,3979 0,3401 

Proportion 0,035 0,034 0,032 0,029 0,027 0,025 0,023 0,023 0,020 0,017 

Cumulative 0,771 0,805 0,837 0,866 0,893 0,917 0,940 0,963 0,983 1,000 
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The eigenvectors of the 20 variables used in PCA form 20 PCAs, namely PC1, PC2, and so 
on. Of the 20 PCs, there is 1 PC that influences it, namely PC1 of 0.253 against PC4 of 0.301, 
as in table 3.4, and the variable that does not have the most influence is PC20, as shown in 
Figure 3.1. 
 

Table 3.4. Eigenvectors Value 
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Figure 3.1. Loading Plot PC 

 
3.5. Data Analysis Using C-Means 

In this study, researchers used variables from the PC1, PC2, PC4, PC5, and PC6 results. 
The K-means method describes the number of observations in each cluster, namely the total sum 
of squares, the distance from the centroid, and the maximum value of the centroid. This study 
uses the value of K = 3. Cluster 1 has 7 (seven) observations with a total sum of squares 
value of 0.794, centroid distance of 0.33, and maximum centroid value of 0.406.  

Cluster 2 has 9 (nine)words with a total sum of squares value of 1.286, centroid distance 
of 0.364, and maximum centroid value of 0.571. Cluster 3 has 4 (four) observations with a total 
sum of squares value of 0.491, centroid distance of 0.323, and maximum centroid value of 
0.472, as shown in table 3.5. 

 
Table 3.5 Final Partition Table 

 Number of 
Observati ons 

Within cluster sum of 
squares 

The average 
distance from the 
centroid 

Maximu m distance 
from the 
centroid 

Cluster1 7 0.794 0.030 0.406 

Cluster2 9 1,286 0.364 0.571 

Cluster3 4 0.491 0.323 0.472 
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Table 3.6 explains the average in each cluster (variable dimension) where for cluster 1 

(one), the centroid value is 0.22 in C21, in C24, the centroid value is 0.426, the centroid 
value for C22 is 0.1124, the variable C25 is -0.2093 and unstable C26 is - 0.0831. 

 
Table 3.6. Distances Between Cluster Centroids 

 
 Cluster 1 Cluster 2 Cluster 3 

Cluster1 0.000 0.4167 0.5474 

Cluster2 0.4167 0.000 0.5111 

Cluster3 0.5474 0.5111 0.000 

Distances Between Cluster Centroids is a distance matrix between cluster centroids 
using the K-Means method, for example: 

§ The distance between cluster 1 and cluster 1 = 0.0000 
§ The distance between cluster 1 and cluster 2 = 0.4167 
§ The distance between cluster 1 and cluster 3 = 0.5475. 
§ So from 3 (three) groups, the maximum distance is 0.5475 in cluster 1 and cluster 3. 

 
CONCLUSIONS AND RECOMMENDATIONS 
 
Conclusions 
There is a conclusion from the author, namely: 

1. The number of observations in the cluster affects a lot of data. 
2. The sum of squares (SSE) describes the closest value of the data points in the cluster 

to the centroid. 
3. 3. Lower values indicate denser clusters. 
4. The maximum distance in the centroid matrix is cluster 1 and cluster 3 

 
Recommendations 
There is a suggestion from the author, namely: 

1. Increase the number of data sets 
2. To reduce the data set, change the PCA technique to analytical techniques. 
3. Testing data analysis using information-based systems 
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