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ABSTRAK- Apples are an essential commodity produced in Batu City, Malang. In 2017, Batu City, Malang, 
produced 19.1 tons of apples, while in 2018, Batu City, Malang, produced 15.9 tons of apples. It can be concluded 
that the decline in the number of apple harvests in Batu City, Malang. With the influence of technology in 
agriculture, the influence of technology can be used to detect diseases on leaves to overcome the decrease in the 
number of harvests. With the Image Augmentation method used in this study, the existing dataset can have 6x 
more features. So that the healthy category, which previously had 516 image features, now has 3096 image 
features, the scab category, which previously had 592 image features, now has 3552 image features and the rust 
category, which previously had 622 image features, now has 3732 image features. With a dataset with 3000 image 
features, the model to be made can have a higher accuracy value. The model can be said to be sturdy/sturdy/good, 
or the model to be made can carry out the classification process with a good level of accuracy. 
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1. INTRODUCTION 

Apples are an essential commodity produced in 
Batu City, Malang. In 2017, Batu City, Malang 
produced 19.1 tons of apples, while in 2018, Batu 
City, Malang produced 15.9 tons of apples, so it can 
be concluded that the decline in the number of apple 
harvests in Batu City, Malang [1]. This decrease in 
production levels can be caused by crop failure. One 
of the causes of crop failure is leaf disease; if it is not 
treated quickly, it will damage the plants and cause 
the number of harvests to decrease. With the 
development of technology in agriculture, 
technological developments can be used to detect or 
treat diseases on leaves to overcome the decrease in 
the number of harvests. However, the availability of 
datasets on agricultural land is still relatively low, so 
we need a way to increase the variety/features in the 
dataset to increase the accuracy of the leaf disease 
detection model. 

Previous studies that have discussed the 
classification of diseases on leaves have been carried 
out; an example is research [2]–[6]. Research [2] 
presents the process of adding features to leaf images 
using image saturation configurations. The 
output/results displayed in this study are leaf images 
that have a higher or lower contrast level. Research 
[3] presents the process of adding features to leaf 
images using rotation, saturation, and zoom 
configurations. The output/results displayed in this 
study are leaf images configured according to the 
provisions. 

Based on the problems above, the authors suggest 
using image augmentation to add variations/features 
to the dataset. In this study, an image processing 

process will be made in which there are image 
augmentation stages to add features to the image of 
apple leaf disease. Image augmentation uses a python 
library, OpenCV, Scikit-Image, and the Exploratory 
Data Analysis stage with Plotly and Matplotlib. With 
data augmentation, the leaf disease detection model 
can produce a higher model accuracy and a high 
precision value. 
 
2. METHODOLOGY 

This research was conducted at the Data Analyst 
Laboratory at Universitas Prima Indonesia. The 
Graphic Processing Unit (GPU) from Google 
Colaboratory was used to conduct this research. The 
workflow of this research is shown in Figure 1. The 
research began by retrieving datasets from the Kaggle 
repository; the pre-processing stage was carried out 
after retrieving the datasets. In the pre-processing 
stage, the dataset will be configured with data 
augmentation. Data augmentation is done to get more 
features from an image. After pre-processing the data, 
the final stage that will be carried out is the 
exploratory data analysis stage.   

 
2.1 Data Acquisition 

Data Acquisition is a stage in Data Science that 
aims to retrieve data for modeling purposes [7], [8]. 
The dataset used to carry out Data Augmentation, and 
Exploratory Data Analysis (EDA) comes from the 
Kaggle Competition repository "Plant Pathology 
2020 - FGVC7" [9] and partly comes from taking 
pictures of apple leaves belonging to Batu City 
agricultural land. This dataset contains images of 
apple leaves consisting of three categories: healthy 
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apple leaves, apple leaves with rust disease, and apple 
leaves with scab disease. Dataset details can be seen 
in Table 1. 

 
Figure 1. Research Methodology 

 
Table 1. Dataset Details 

Gambar Kategori 
Jumlah 

Gambar 

   
Healthy 516 

   
Scab 592 

   
Rust 622 

 
2.2 Pre-Processing 
2.2.1 Canny Edge Detection 

Canny Edge Detection is an operator to perform 
edge detection of an image. Canny Edge Detection 
consists of 5 main parts: Noise Reduction, Gradient 
Calculation, Non-Maximum Suppression, Double 
Threshold, and Edge Tracking by Hysteresis [10], 
[11]. In this study, the Canny Edge operator has a 
function named edge_and_cut, which detects leaf 
edges and creates squares on leaves. 
 

 

Figure 2. Making of Canny Edge Function 
 
2.2.2 Image Flipping 

Image Flipping is an operator for flipping 
(flipping horizontally and vertically) an image [12], 
[13]. In this study, Image Flipping has a function 
called invert(), which performs horizontal and 
vertical rotations of apple leaf images. 
 

 
Figure 3. Making of Image Flipping Function 

 
2.2.3 Image Convolution 

Image Convolution is an operator to configure 
saturation (increase or decrease brightness) in an 
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image [14], [15]. In this study, the Image Convolution 
operator has a conv() function, configuring saturation 
on apple leaf images. 

 
 

 
Figure 4. Making of Image Convolution Function 

 
2.2.4 Image Blurring 

Image Blurring is an operator for configuring blur 
(blurring images) or adding noise to images [16], 
[17]. In this study, the Image Blurring operator has a 
blur() function, configuring blur on apple leaf images. 
 

 
Figure 5. Making of Image Blurring Function 

 
2.3 Exploratory Data Analysis (EDA) 

Exploratory Data Analysis (EDA) is a data 
analysis process to understand the contents of a 
dataset and to look for patterns contained in the 
dataset [18]–[20]. In this study, EDA was carried out 
to determine the mean of the color distribution in 
apple leaf images, the parallel categories of apple leaf 
images, and the dataset distribution for each disease 
category. 
 

 
Figure 6. Exploratory Data Analysis 

 
3. RESULT AND DISCUSSION 
3.1 Data Acquisition 

In this study, data acquisition (Data Acquisition) 
was carried out by importing data from the Kaggle 
repository to Google Colaboratory. Data import is 
done with the help of the Application Programming 
Interface (API). After the data is obtained, then what 

is done is to extract the data. Details of this process 
can be seen in Figure 7. 
 
 
 

 
Figure 7. Steps of Data Acquisition 

 
After the data is extracted, the next step is to 

preview the dataset that has been taken. In this study, 
each image in the dataset has been categorized in 
CSV format to reduce file size. Details of this process 
can be seen in Figure 8. 
 

 
Figure 8. Dataset Preview 

 
3.2 Canny Edge Detection 

In this study, Canny Edge Detection has stages: 
Noise Reduction, Image Gradient Intensity Search, 
Rounding, Non-Maximum Suppression, and 
Hysteresis Thresholding. Noise Reduction is made 
using a 5x5 Gaussian Filter, Gradient Image Intensity 
Search is done with a Sobel Kernel filter in each 
direction (horizontal or vertical), and Rounding is 
done by rounding the four corners, which represent 
the vertical, horizontal, and both sides of the diagonal, 
Non-Maximum Suppression is done by how to scan 
the image to remove pixels that are not needed and 
Hysteresis Thresholding is done to detect which part 
is a corner or side. The result of this step is a two-
dimensional binary map (0 or 255) that displays the 
angles in the image. A preview of the results of this 
operator can be seen in Figure 9. 
 



JUSIKOM PRIMA (Journal of Information Systems and Computer Science Prima) 
Vol. 6 No. 2, February 2023  E-ISSN: 2580-2879 

 
 

69 

 
Figure 9. a) Original Image, (b) Canny Edge 

Process, (c) Bounding Box 
3.3 Image Flipping 

In this study, Flipping is done using a simple 
transformation involving index-switching on the 
image channel. In vertical Flipping, the row order is 
changed, while in horizontal Flipping, the column 
order is changed. The results of this operator can be 
seen in Figure 10. 
 

 
Figure 10. a) Original Image, b) Vertical Flip, c) 

Horizontal Flip 
 

It can be seen that the image of the apple leaf is 
only inverted vertically and horizontally. The general 
features of the images still look the same, but for 
computer algorithms, the inverted images have 
different features. This transformation can make deep 
learning models that will be used better/more robust. 

 
3.4 Image Convolution 

In this study, Image Convolution was performed 
simply, involving a moving kernel (2D matrix) to 
scan the entire image and calculate each point in the 
pixel. The results of this operator can be seen in 
Figure 11. 
 

 
Figure 11. a) Original Image, b) Convolved Image 

 
It can be seen that this operator has a contrast 

enhancement effect (Sunshine Effect) on apple leaf 
images. The resulting output can be used as an 
additional feature to add a more accurate/robust 
model. 
 
3.5 Image Blurring 

In this study, Image Blurring adds noise to the 
apple leaf image, which can produce a less clear 
image. The results of this operator can be seen in 
Figure 12. 

 
Figure 12.  a) Original Image, b) Blurred Image 

 
It can be seen that the transformation of Image 

Blurring can blur images by reducing low-level 
features and also maintaining significant and high-
level features. The resulting output can be used as an 
additional feature to add a more accurate/robust 
model. 

 
3.6 Exploratory Data Analysis 

In this study, the Exploratory Data Analysis stage 
was carried out to find the mean (mean) of the color 
distribution of apple leaf images, find out the parallel 
categories of apple leaf images and divide the dataset 
for each. 
 

 
Figure 13. Distribution of Channel Values 

 
The channel values contained in the plot above are 

typically distributed and centered on a value of 105. 
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The maximum value of the activated channel is 255. 
This means that the mean of the channel values is less 
than half of the maximum value. It can be concluded 
that each channel is activated at a minimum. 
 

 
Figure 14. Distribution of Red Channel Values 
The red channel has typical values but has a 

positive skew (decreasing to the right). It can be 
concluded that the red color channel is concentrated 
at low values, around 100. There are also many 
variations in the red color values in all the apple leaf 
images. 
 

 
Figure 15. Distribution of Green Channel Values 

 
The green channel has a more uniform 

distribution than the red channel and a smaller peak 
value. The distribution has a decreasing shape to the 
right and has a mode of 140. It can be concluded that 
more green colors are found because the leaves are 
green. 
 

 
Figure 16. Distribution of Blue Channel Values 

 
The blue channel has the most uniform 

distribution values compared to other colors with 
minimal skew. The blue color channel has many 
variations across all images. 
 

 
Figure 17. Paralel Category of Apple Leaf Disease 

 
In the graph above, it can be seen that the 

relationship between the four categories is contained 
in the dataset. As predicted, a healthy leaf (healthy == 
1) definitely has no disease. Also, all unhealthy leaves 
can have either scabs, rust, or multiple diseases. 
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Figure 18. Distribution of Each Category 
 

In the pie chart above, it can be seen that there are 
more unhealthy leaves in the dataset (rust, scab), 
namely 66.7% or as many as 1214 images, there are 
28.3% healthy leaves or as many as 516 images, and 
only there are 5% of leaves that have complications 
(multiple diseases) or as many as 91 images. 

 
4. CONCLUSION 

With the influence of technology in agriculture, 
the influence of technology can be used to detect 
diseases on leaves to overcome the decrease in the 
number of harvests. With the Image Augmentation 
method used in this study, the existing dataset can 
have 6x more features. So the healthy category, which 
previously had 516 image features, now has 3096 
feature images, the scab category, which previously 
had 592 feature images, now has 3552 feature images, 
and the rust category, which previously had 622 
feature images, now has 3732 feature images. With a 
dataset with 3000 image features, the model to be 
made can have a higher accuracy value, and the model 
can be said to be robust/solid/sound, or the model to 
be made can carry out the classification process with 
a good level of accuracy. 
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