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ABSTRACT- Cancer is one of the Non-Communicable Disease groups whose growth and development are 
high-speed. One type of cancer is breast cancer (carcinoma mammae). Breast cancer is the leading cause of death 
for women. The first breast cancer cells can grow into tumors as large as 1 cm, spanning 8-12 years. The prevalence 
rate of breast cancer in Indonesia is 50 per 100,000 female population. The method used in this study uses the K-
Nearest Neighbor (K-NN) algorithm by comparing k values, namely 3, 5, and 7. The dataset used was obtained 
from the UCI Machine Learning Repository with the Number of datasets after preprocessing, namely 653 data 
with a class consisting of benign tumors (benign) and malignant tumors (malignant). The variables used in this 
study take into account the variables of clump thickness, cell size uniformity, cell shape uniformity, marginal 
adhesion, single epithelial cell size, cell nucleus size, chromatin, normal cell nucleus, and mitosis. The results of 
the most influential classification for training and testing are using k = 3 with an accuracy of training and testing 
at a proportion of 70:30 of 83.8074% and 75%; the ratio of 80:20 is 84.6743% and 74.8092%; the percentage of 
90:10 is 84.0136% and 84.6154%. Using the value of k = 3, the resulting gap between training and testing is 
similar. 
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1. INTRODUCTION 

Cancer is a class of PTM (non-communicable 
diseases) whose growth and development are swift. 
The growth and development of cancer can disrupt 
the body's metabolic processes and spread between 
cells and tissues. Cancer growth cannot be controlled 
by cells or tissues[1]. One type of cancer is breast 
cancer (carcinoma mammae). Breast cancer is the 
leading cause of death for women. The first breast 
cancer cells can grow into tumors as large as 1 cm, 
spanning 8-12 years. These cancer cells can spread 
through the bloodstream throughout the body, where 
the spread cannot be known when it occurs. These 
breast cancer cells hide and can become active in a 
malignant tumor[2]. 

According to 2015 Agency For Research On 
Cancer data, breast cancer is the highest type of 
cancer globally, with an incidence of 38 per 100,000 
female population. The prevalence of cancer in 
Indonesia, based on data from the 2018 Basic Health 
Research (RISKESDAS), is increasing. The 
prevalence rate of breast cancer in Indonesia is 50 per 
100,000 female population. The spread of breast 
cancer in provinces in Indonesia that have the highest 
prevalence is in the first position, namely the 
Province of the Special Region of Yogyakarta (DIY) 
at 2.4%, followed in the second and third positions, 
namely the Provinces of East Kalimantan 1.0% and 
West Sumatra 0.9%. Characteristics of people living 
with breast cancer in Indonesia based on female 
gender is 2.2 per 1000 population and male is 0.6 per 
1000 population[3][4]. 

Preventing breast cancer can be done by screening 
or early detection. Early detection of breast cancer 
often occurs in the form of complaints of swelling or 
lumps in the breast and armpit areas. Early detection 
aims to predict whether cancer is classified as benign 
(benign) or malignant (malignant). In the peaceful 
class, the tumor does not have the properties of being 
cancerous or does not damage the surrounding tissue, 
whereas, in cancer, the tumor will spread and damage 
the surrounding tissue. At the malignant level, breast 
cancer originates from the epithelial cells lining the 
breast lobes or ducts. With optical cell development, 
breast cancer initially begins as a cell hyperplasia. 
Then the cells invade the stoma by developing into 
carcinoma in situ[5][6]. The risk of death from cancer 
with a high level of malignancy is much higher; 
therefore, early detection is needed to avoid the risk 
of getting cancer. According to the Ministry of Health 
of the Republic of Indonesia, in 2017, around 43% of 
these deaths could have been prevented if patients had 
been detected early to avoid the risk of causing 
cancer.[7]. 

Early detection of breast cancer can be done by 
observing the thickness of the clump, uniformity of 
cell size, uniformity of cell shape, marginal adhesion, 
single epithelial cell size, cell nucleus size, 
chromatin, normal cell nucleus, and mitosis. From 
these variables, appropriate analysis is needed to 
determine whether the detected cancer is benign or 
malignant[8][9]. 

In this research, data analysis will be carried out 
using the variables mentioned using data mining 
algorithms with machine learning.[10][11]. 
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The method or algorithm used in this study is the 
K-Nearest Neighbor (KNN) algorithm. K – Nearest 
Neighbor is a method of classifying objects based on 
the level of similarity or similarity in the training data 
sample (training data) through distance classification 
and the Number of nearest neighbors. The closest 
Neighbor is determined by the matrix function, which 
is based on the value of k, which is defined from the 
point in the data sample[12][13][14]. 

Previous research has been carried out (Helmi 
Imaduddin, 2021) diagnosing breast cancer with a 
comparative study using the Decision Tree algorithm 
and Support Vector Machine. The dataset used is 
Coimbra Breast Cancer secondary data obtained from 
the UCI Machine Learning Repository with a total of 
116 data.[15]. 

Therefore, the authors use the K-Nearest 
Neighbor Algorithm to determine the accuracy of the 
breast cancer dataset used. 

 
2. RESEARCH CONTENT 

This study uses the Matlab simulation application 
version R2021 9.10. Data obtained from UCI 
Machine Learning Repository. This study 
implements the K-Nearest Neighbor Algorithm to 
determine the classification of breast cancer 
(carcinoma mammae). The flow of this research can 
be seen in Figure 1 below. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1. Research Flow 

 
2.1 Data Collection and Research Variables 
 The data used in this study was obtained from 
UCI Machine Learning Repository. The dataset used 
is a risk dataset for breast cancer obtained from the 
Wisconsin State of 699 data then preprocessing the 
data into 653 datasets with classes consisting of 
benign tumors and malignant tumors using variables 
of clump thickness, uniformity of cell size, uniformity 
of cell shape, marginal adhesion, single epithelial cell 
size, nucleus size, chromatin, normal cell nucleus, 
mitosis, and grade: 2 for benign cancer, 4 for 
malignant cancer. The distribution of the dataset has 
been done randomly. The Number of datasets for a 

peaceful class is 415 data, and the Number of datasets 
with a malignant type is 238 data. 
 

Table 1. Data Proportion 
Data 
Proportion 

Training 
Data 

Test Data 

70:30 457 196 
80:20 522 131 
90:10 588 65 

 
 The proportion of training data and test data is 
done by dividing them into 3 data proportions. The 
first proportion is 70% training data and 30% testing 
data, with a lot of training data totaling 457 and 
testing data totaling 196. The second proportion is 
80% training data and 20% testing data, with a lot of 
training data totaling 522 and testing data totaling 
131. The third proportion, namely 90% training data 
and 10% testing data, with a lot of training data 
totaling 588 and testing data totaling 65. The data 
proportions can be seen in Table 1. The data 
proportions will be used in this study. 
 
2.2 Research Methods 
 The concept of the K-NN classification method 
is to find the shortest Distance between the evaluated 
data and the closest K "neighbors" in the training data. 
The Euclidean concept is used in calculating the 
Distance. The most Number of classes with the 
Distance of the data becomes the class where the 
evaluation data is located. The K-NN method is quite 
effective and performs well in processing large 
data[16][17]. This research was conducted using a 
comparison of k values to find the best accuracy or 
performance value. The k values that have the best 
performance usually use odd-numbered k values. The 
k values used are 3, 5, and 7. In this study, k = 1 is not 
used because this value will produce a rigid 
classification because there is no choice, so that the 
resulting accuracy value will be the same in each data 
proportion.[18][19]. After the accuracy of each k 
value results come out, the accuracy values will be 
presented in a table, namely tables 2, 3, and 4. 
 In the K-NN method calculating the Distance can 
be done by Euclidean formulas[20][21]. 
The following is a distance search formula using the 
Euclidean formula[22]. 

1. Determine the value of the initial N data as 
the initial knowledge base of the system. 

2. Determine the nearest k (Neighbor) value 
3. Prepare training data in the form of a 

criterion value for new data whose status is 
unknown. 

4. Determine the status of each training data for 
the data being tested (test data) based on 
equation (1): 

 

 d(x, y) = ||xy|| = ………(1) 
 

Start 

Data Collection and 
Preprocessing 

 

Implementation 
K-NN method 

 

Finish 

Evaluation 
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 d(x,y)= Euclidean distance 
  x= Data 1 
  y= Data 2 
  i= feature too - 
  d= Distance 
  n= Number of features 
 
2.3 Results and Discussion 
 Based on the method K-Nearest 
Neighborwhich has been carried out using a 
comparison of the value of k, the results are obtained 
in the table that has been presented. The results 
obtained for each value of k are different but do not 
have a huge difference (gap). 
 

Table 2. Classification results with k=3 
Proportion Training Testing 
70:30 83.8074 % 75% 
80:20 84.6743% 74.8092% 
90:10 84.0136% 84.6154% 

 
Research that has been carried out using the 

k-nearest neighbor method with a total of 653 data 
with k of 3 obtained results of accuracy for training 
with a proportion of 70:30 83.8074%; with the ratio 
of 80:20 bringing training accuracy of 84.6743%, 
with the balance of 90:10 received a training accuracy 
of 80.0136%. While the accuracy of testing with a 
proportion of 70:30 obtains an accuracy of 75%, with 
a ratio of 80:20, got a test accuracy of 74.8092%, and 
testing accuracy with a balance of 90:10 brings an 
accuracy of 84.6154%. From the results that have 
been obtained, it can be observed that the results of 
training and testing with k of 3 are good enough 
because the accuracy values of testing and training 
have a gap that is not too far away. Accuracy results 
are also presented in a visual form, as shown in Figure 
1 below. 

 

Figure 1. Graph of k = 3 Accuracy 
 

It is clear from the visual data presented in a 
graphical form that the resulting gap is pretty close 
between each data proportion. This also shows that 
there is no gap between the training and testing 
accuracy results because the training data have higher 
accuracy than the results of the test data. 

Table 3. Classification results with k = 5 
Proporti
on 

Training Testing 

70:30 79.6499 % 73.9796% 
80:20 79.6935% 70.9924% 
90:10 80.4422% 80% 

 
Research that has been carried out using the k-

nearest neighbor method with a total of 653 data with 
k of 5 obtained accuracy results for training with a 
proportion of 70:30 79.6499%; the ratio of 80:20 
obtains training accuracy of 79.6935%; the 
percentage of 90:10 obtains a training accuracy of 
80.4422%. While the accuracy of the test with the 
proportion of 70:30 obtains an accuracy of 73.9796%, 
the ratio of 80:20 obtains a test accuracy of 
70.9924%; and testing accuracy with a balance of 
90:10 brings an accuracy of 80%. 
 

Figure 2. Graph of k = 5 Accuracy 
 
Accuracy results using a value of k = 5 are also 

presented as visual data, namely by using a graph and 
the importance of k = 3. 

 
Furthermore, the last experiment used a value of 

k = 7. Therefore, for accuracy, results using a value 
of k = 7 can be seen in table 4 below. 
 

Table 4. Classification results with k=7 
Proporti
on 

Training Testing 

70:30 77.0241% 76.0204% 
80:20 78.3525% 71.7557% 
90:10 78.9116% 78.4615% 

 
Research that has been carried out using the k-

nearest neighbor method with a total of 653 data with 
k = 5 obtained accuracy results for training with a 
proportion of 70:30 77.0241%; with the proportion of 
80:20 obtained training accuracy of 78.3525%; the 
ratio of 90:10 brings a training accuracy of 78.9116%. 
While the accuracy of the test with the proportion of 
70:30 obtains an accuracy of 76.0204%, the balance 
of 80:20 obtains a test accuracy of 71.7557%, and 
testing accuracy with a ratio of 90:10 brings an 
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accuracy of 78.4615%. Accuracy results are also 
visually presented using a graph like Figure 3 below. 

 

Figure 3. Graph of k = 7 Accuracy 
 

From the graph, the higher the proportion used, 
the higher the accuracy value will be. This is seen in 
the balance of data of 90:10. 
  
3. CLOSING 
 Based on the research that has been done, the 
classification results obtained for testing and training 
using values by 3 proportions of 70:30, namely 
83.8074% and 75%; the proportion of 80:20 is 
84.6743% and 74.8092%; the ratio of 90:10 is 
84.0136% and 84.6154%. The results obtained using 
a k value of 5 proportions 70:30 are 79.6499% and 
73.9796%; the proportion of 80:20 is 79.6935% and 
70.9924%; the ratio of 90:10 is 80.4422% and 80%. 
The results obtained using a k value of 7 proportions 
70:30 are 77.0241% and 76.0204%; the proportion of 
80:20 is 78.3525% and 71.7557%; the ratio of 90:10 
is 78.9116% and 78.4615%. From comparing the 
three k values, in an experiment using the Breast 
Cancer dataset from the Wisconsin state, the most 
optimal results were obtained by using a value of k = 
3 because it produced the highest accuracy value 
compared to using values of k = 5 and 7. 
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