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ABSTRAK- The rapid development of internet technology today makes many news media grow pretty 

rapidly. Newspaper companies have utilized internet technology to spread the latest news online through online 

mass media. Hundreds of thousands of stories are written and published daily on online-based Indonesian news 

portals, making it difficult for readers to find the news topics they want to read. In making it easier for readers to 

find the news they are looking for, news needs to be classified according to its respective categories, such as 

education, current news, finance, and sports. So to classify categories, a text classification method is needed or 

often called Text Mining. Text mining is a data mining classification technique for processing text using a 

computer to produce helpful text analysis. In this study, a comparison of 2 methods for developing texts was 

carried out to get accuracy above 80%. 

Kata kunci : Classification, Online News, Random Forest, K-Nearest Neighbor. 
 

1. INTODUCTION 
News is information often accessed by the public 

through many media such as digital media, 

newspapers, television, and social media [1]. News 

text information is needed because many today want 

to keep abreast of information developments in 

education, the latest news, finance, and sports [2]. 

The rapid development of internet technology today 

makes many news media grow quite rapidly [3]. 

Newspaper companies have utilized internet 

technology to disseminate the latest news online 

through online mass media [4][5]. 

Hundreds of thousands of stories are written and 

published daily on online-based Indonesian news 

portals, making it difficult for readers to find the 

news topics they want to read [6]. In making it easier 

for readers to find the news they are looking for, 

news needs to be classified according to its 

respective categories, such as education, current 

news, finance, and sports [7]. 

Before classifying news categories, we need a 

way to process the news. One way to classify news 

categories is to use Text Mining [8]. Text mining is 

a data mining classification technique for processing 

text using a computer to produce helpful text 

analysis [9]. At this stage, Text mining has stages 

that are often referred to as preprocessing 

(preprocessing) data, where preprocessing 

(preprocessing) has five stages, namely tokenizing, 

case folding, stopwords, stemming, and TF-IDF 

Vectorizer [10]. 

Research on news classification has been carried 

out by [11] with the title "Online Classification of 

News Documents Using Suffix Tree Clustering" by 

testing the generated suffix tree time and response 

time required by the application to process news 

data search using the clustering algorithm, obtaining 

an accuracy value of 80%. 

The second study by [12] with the title 

"Classification of Sports News Using the Naïve 

Bayes Method with Enhanced Confix Stripping 

Stemmer" tested the training and test data. 

Researchers took 151 training news from 6 

categories, namely, football, basketball, racket, 

MotoGP, Formula 1, and other sports news, while 

the test data using sports news test documents were 

taken from the sport.detik.com site randomly with 

the number 30 news documents. From the results of 

the experiments carried out, the results obtained an 

accuracy value of 77% with an error rate of 23%. 

Therefore, it is necessary to develop a 

classification method to get a better accuracy value, 

so the researchers are interested in conducting a 

study entitled "Comparative Analysis of Indonesian 

Text Mining News Online Classification Using the 

K-Nearest Neighbor and Random Forest Algorithm" 

it is hoped that the research conducted will get 

accuracy value above 80%. 

 

2. METHOD 
2.1 Method 

Classification is the process of finding a set of 

models or functions that describe and identify data 

classes to use the model to predict the class of an 

unknown item [13]. Two procedures involved in 

classification are constructing a classification model 

from a predefined set of data classes (training data 

set), using the model to classify test data, and 

evaluating the model's accuracy [14]. The 

classification algorithm used to classify news in this 

study uses K-Nearest Neighbor and Random Forest. 

 

2.1.1 K-Nearest Neighbor 

The KNN algorithm is an algorithm that is often 

used to classify objects based on training data that 

has the closest distance to the test data. KNN is also 

part of the Supervised Learning algorithm [15]. This 

algorithm will look for various k objects closest to 

the data to be categorized. After that, the data will be 

classified into a category by voting on the category 

with the most significant probability [16]. 
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The following is the equation of Euclidean 
Distance K-Nearest Neighbor: 

 

 

Distance is the distance, x_i2 is the test data, 

x_i1 is the training data, i is the attribute, and is the 

number of attributes. 

 

2.1.2 Random Forest 

The Random Forest technique is a Learning 

Ensemble algorithm that uses and builds a Tree 

Structure. The tree structure is being developed in 

stages. A decision tree is built by selecting or 

picking facts at random. In Random Forest, the 

system selects the results based on the Decision Tree 

to select the data class [17]. 

 
N is the number of data points, and Fi is The 

value returned by the Yi model is the actual value 

for data point i. 

 

2.2 Research Flow 

To make the research run on the existing 

problems, the researcher makes a research flow 

which can be seen in Figure 2.1, while the research 

flow to be carried out is as follows.: 

 

 
 

 Data Acquisition : 

Source EKG Kaggle 

 

  

Preprocessing : 

Case Folding, Tokenizing, 

Stopwords, TF ID Vectorizer 

Dan Stemming Data 

  

3. RESULT AND DISCUSSION 
3.1 Problem Analysis 

The need for text mining analysis is significant in 

dealing with unstructured news texts. One thing that 

needs to be done in text mining is text classification 

or categorization. Text mining analysis is carried out 

to make it easier for us to retrieve or handle 

information from the internet or the digital world by 

classifying it with already available data. Text 

categorization includes many methodologies, such 

as the K-Nearest Neighbor and Random Forest 

methods. 

 

3.2 Data Analysis 

In classifying Indonesian online news text 

mining data, it is taken from [18], where the 

classified data has 2434 rows and five columns. The 

dataset will be classified into five news categories 

such as education (Education), finance (Finance), 

the latest (hot), the latest (news), and sports (sport), 

according to the article content. The dataset to be 

processed can be seen in Figure 2: 
 

 
Figure 2. Dataset 

 

3.3 Data processing 

To perform data processing on the dataset, the 

researcher uses the Python programming language 

with the help of the existing library on Google 

Collaboratory. In the text mining classification 

carried out in this study, the researchers compared 

the K-Nearest Neighbor and Random Forest 

algorithms to see the best method for classifying 

Text Mining news online. 

In data processing, the researchers made a flow chart 

for data processing, while the data processing flow 

chart can be seen in Figure 3: 

 

 
 

Figure 1 Flowchart 

1.Data Acquisition 

In this process, the researcher took the dataset of 

the Indonesian state news sourced from Kaggle 

published by Eko Prasetio Widhi. 

2. Preprocessing 

At this stage, the researcher performs the 

preprocessing stage of the data, which is divided into 

several processes such as tokenizing, case folding, 

stopwords, stemming, and TF-IDF Vectorizer. 

3. Train and Test 

At this stage, the researchers processed the 

training data distribution and test data to obtain 

classification accuracy values using the KNN and 

Random Forest algorithms. 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 4. Data Processing Flowchart 
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3.3.1 Import Librart, Input Testing Data, Data 

Normalization 

1. Import Library 

At this stage, the library is called that will be 

used in data processing, while the library used in this 

study can be seen in Figure 4: 

 
Figure 5. Import Library 

 

2. Import Testing Data 

At this stage, the dataset is imported into the 

Google Collaboratory using the Pandas library: 

 
Figure 6. Import Dataset 

3. Normalization Data 

At this stage, data normalization or data cleaning 

is done for processing, and data normalization is 

done by deleting the Unnamed, Article Title, and 

Article Link columns. 

 

 
Figure 7. Data Normalization 

 

3.3.2 Casefolding 

This case folding procedure serves to: change the 

letters in the comment text into standard form, that 

is, into lowercase entirely. The results from before 

and after the case folding process can be seen in 

Figure 8 and Figure 9: 
 

 
Figure 8. Before Casefolding 

 
Figure 9. After Case Folding 
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3.3.3 Tokenizing 

Stemming in Indonesian is relatively tricky. 

Various kinds of affixes include prefixes, suffixes, 

infixes, and confixes. Words in Indonesian also 

come from the repetition of words, combinations of 

affixes, and combinations of affixes with repeated 

words. In addition, Indonesian features compound 

words written together when tied at the beginning 

and end. 

 
Figure 10. Before Tokenizing 

 
Figure 11. After Tokenizing 

3.3.4 Stopword 

In this procedure, words that do not have this 
effect will be removed, such as words that occur too 

often compared to other words. The following 
stopword process can be seen in Figure 12: 

 
Figure 12. Before Filtering 

 

 
 

 
Figure 13. After Filtering 

3.3.5 Stemming 

Stemming adalah mengubah kata menjadi kata 

dasar, dimana imbuhan seperti in, ke dan sebagainya 
akan diubah menjadi kata dasar. Berikut ini proses 

Stemming dapat dilihat pada Figure 14: 
 

 
Figure 14. Before Stemming 

 

Figure 15. After Stemming 
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3.3.6 TF- IDF VECTORIZER 

At this stage, the data will be weighted so that 

interaction occurs between each data. The system 

will test the existing training data so that the results 

will be more diverse. 

 
Figure 16. Source Code TF-IDF 

 

3.3.7 Classification Results 

After processing the text mining data processing 

stages on the news classification as many as 2434 

article texts, the results obtained are that the 

education category is 821, Finance is 235, Hot is 

756, News is 508, and Sport is 114. 

 
Figure 17Category Classification Results 

 

3.4 Train and Test 

In this process, the distribution of training data 

and test data uses machine learning with a ratio of 

70: 30 using the standard 60 shuffle actual random 

state from google collaborative: 

 

Figure 18. Split Data Test Dan Data Train 

 

3.4.1 Training K-Nearest Neighbor 

In this section, KNN validation will be carried 

out using k-fold cross-validation. At this stage, the 

data is separated into 2, namely data validation and 

training data as a learning process. 

Figure 19. Source Code Train And Test KNN 
 

 

Figure 20. KNN Accuracy Results 

 

Figure 20 shows that for the classification results 

using the K-Nearest Neighbor algorithm, the test 

accuracy is 89%, and the Train accuracy is 93% with 

precision, recall, f1-score, and support values in 

each category classified. 

 

3.4.2 Training Random Forest 

One of the best methods in machine learning 

uses decision trees or decision trees to carry out the 

selection process, where the tree or decision tree will 

be split recursively depending on the data in the 

same class. In this scenario, using more trees will 

increase the accuracy achieved to be more ideal. 

Determining categorization using Random Forest is 

based on the voting results and the resulting tree. 

 
Figure 21 Source Code Train And Test Random 

Forest 

 

 

 

 

 

 

 

 

Figure 22 Hasil Akurasi Random Forest 

Figure 22 shows that for the classification results 

using the Random Forest algorithm, the test 

accuracy is 100%, and the Train accuracy is 85% 

with the values of precision, recall, f1-score, and 
support for each category that is classified. 

3.5 Algorithm Comparison 

After the train and test process is carried out to 

get the accuracy results, the next step is to compare 

or compare the accuracy values, which aims to see 
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the highest accuracy value in the two algorithms 
used in classifying online news text mining. 

For train data accuracy values in the two 

algorithms, the difference in values is not too far, 

namely 7%, where the Random Forest algorithm 

obtains the highest train accuracy value with a train 

accuracy value of 100% while K-Nearest Neighbor 

obtains a train accuracy value of 93%. In the test 

accuracy values, the two algorithms have a 

difference that is not too far from the train data, 

which is 4%, where the K-Nearest Neighbor 

algorithm reaches a test accuracy value of 89%, and 

the Random Forest algorithm reaches an accuracy 

value of 85%. A comparison of the accuracy values 

of the two algorithms can be seen in table 3.1: 

 
 

 
 

 

Figure 23 Accuracy Comparison 
 

4. CONCLUSSION 
4.1 Conclusion 

In classifying the online news text category, the 

dataset has a total of 2434 rows and 5 columns 

which are classified into 5 news categories such as 

education (Education), finance (Finance), latest 

(hot), latest (news), and sports (sport) according to 

content. Article content. Using the KNN and 

Random Forest algorithms get the highest accuracy 

of 89% on the Random Forest algorithm and 85% on 

the K-Nearest Neighbor algorithm. 

 

4.2 Suggestions 

It is hoped that further research will develop 
algorithms or methods for classifying online news to 

get a better accuracy value, and researchers expect to 

detect authenticity or fake news on classified only. 
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